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A B S T R A C T   

Background: The objective of this paper is to discuss perceived clinical utility and impact on physician-patient 
relationship of a novel, artificial-intelligence (AI) enabled clinical decision support system (CDSS) for use in 
treating adults with major depression. 
Methods: A single arm, naturalistic follow-up study aimed at assessing the acceptability and useability of the 
software. Patients had a baseline appointment, followed by a minimum of two appointments with the CDSS. 
Study exit questionnaires and interviews were conducted to assess perceived clinical utility, impact on patient- 
physician relationship, and understanding and trust. 7 physicians and 17 patients, of which 14 completed, 
consented to participate. 
Results: 86 % of physicians (6/7) felt the information provided by the CDSS provided more comprehensive un-
derstanding of patient situations. 71 % (5/7) felt the information was helpful. 86 % of physicians (6/7) reported 
the AI/predictive model was useful when deciding treatment. 62 % of patients (8/13) reported improved care 
due to the tool, and 46 %(6/13) reported a significantly or somewhat improved physician-patient relationship 
54 % reported no change. 71 % of physicians (5/7) and 62 % of patients (8/13) rated trusting the tool. 
Limitations: Small sample size and treatment changes prior to CDSS introduction limits ability to verify impact on 
outcomes. 
Conclusions: Qualitative results from 12 patient exit interviews are analyzed and presented. Findings suggest 
physicians perceived the tool as useful in conducting appointments and used it while deciding treatment. Phy-
sicians and patients generally found the tool trustworthy, and it may have positive effects on physician-patient 
relationships. (Study identifier: NCT04061642).  
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1. Introduction 

Clinical Decision Support Systems (CDSS; Sim et al., 2001) in mental 
health treatment, including systems that incorporate artificial intelli-
gence (AI) to assist with treatment management, are being developed 
and researched at an increasing rate (Tran et al., 2019). CDSS are tools 
that serve to assist clinicians in making accurate and informed decisions 
regarding treatment and are meant to supplement the clinician-patient 
relationship (Patel et al., 2008). In this paper we discuss Aifred, a 
novel CDSS that aims to support clinicians and patients as they make 
choices about the treatment of major depression. 

The Aifred CDSS is described in detail in previous work (Benrimoh 
et al., 2020; Popescu et al., 2021). The Aifred platform is an AI-enabled 
clinical decision support system intended to supplement physician de-
cision making and support shared decision making in the selecting and 
management of treatments for Major Depressive Disorder (MDD) in 
adults. The prediction provided by the AI system are the results of deep 
learning machine learning model trained on clinical and demographic 
data which is then used to provide personalized probability of remission 
for specific treatment options (see Mehltretter et al., 2020 for technical 
details). Clinicians have access to answers and trends from patient 
self-report questionnaires which they can track assisting them in the 
practive of measurement-based care (MBC; Goldberg et al., 2018; Scott 
and Lewis, 2015). On the platform they can access a clinical algorithm, 
based on the CANMANT 2016 guidelines for depression treatment 
(Kennedy et al., 2016), which provides step-by-step information about 
treatment management. When it is time to select a treatment, the AI 
provides remission probabilities for first line treatments. The rule-based 
clinical algorithm then tracks depression scores from baseline to sub-
sequent visits to determine whether a response to medication has been 
observed and provides relevant information from the guidelines about 
next appropriate steps. In this way, the AI helps with initial treatment 
selection, and the clinical algorithm assists with treatment management. 
Patients have access to their questionnaire scores over time, allowing 
them to have information about their symptoms over time, as well as 
their active and past treatments. As this platform is intended as decision 
support, the physician is always in control of clinical decisions and may 
choose not act in accordance with either the guidelines or the AI-based 
predictions. More details can be found in (Benrimoh et al., 2020; 
Popescu et al., 2021). 

Finally, the Aifred CDSS incorporates a novel element: an artificial 
intelligence (AI)-based predictive model. This model inputs patient 
clinical and demographic characteristics to generate treatment-specific 
remission probabilities for a number of commonly prescribed antide-
pressants. Pharmaceutical treatments are presented to the physician 
alongside the remission probability for each medication for which the 
model has data and other guideline-derived clinical information, such as 
dosing or specific symptoms for which the treatment may have evidence 
of effectiveness (e.g., fatigue, sleep or pain) (Kennedy et al., 2016). 
Clinicians also had access to both baseline population remission rates 
based on data that was used to train the CDSS as well as an “interpret-
ability report” which consisted of the up to five patient variables which 
had the greatest impact in the prediction for each medication (see 
Mehltretter et al., 2020, for an example). The CDSS is designed to be 
used during sessions with patients and to assist in shared 
decision-making (Benrimoh et al., 2020). The rationale for including the 
AI component is that personalization of treatment in depression remains 
a challenge, often relying on trial and error. As such, a point-of-care 
predictive model may enable identifying optimally effective treat-
ments for patients earlier in their care (Benrimoh et al., 2018). 

The Aifred CDSS, or simply “tool”, has previously been shown to be 
easy to use by clinicians and perceived as clinically useful and trust-
worthy in a simulation center study (Benrimoh et al., 2020; Tanguay--
Sela et al., 2022). The current paper reports on the results of an in-clinic 
Feasibility study of the Aifred CDSS. The primary outcome of this study 
was clinical feasibility, as demonstrated by no increase in appointment 

length (Popescu et al., 2021). This feasibility study had as its primary 
objective to establish the feasibility of this tool in clinical practice and to 
assess impact on the clinician-patient relationship. In addition, we 
sought to explore perceptions of its clinical utility by clinicians and 
patients. Clinicians and patients are not likely to use tools which pose 
barriers in terms of feasibility, and which are not perceived to be clin-
ically useful. As such, given the expense of clinical trials and the 
requirement to expose large numbers of patients to new tools during a 
trial, we argue that it is important to establish the feasibility and 
perceived utility of tools such as the one described here prior to their 
incorporation into clinical trials aimed at establishing tool effectiveness 
in order to ensure that the tool is ready for large-scale testing. 

In previous work (Popescu et al., 2021) we have focused on the 
quantitative aspects of this study, in particular the demonstration that 
appointment lengths did not increase with tool introduction which was a 
key element of establishing tool feasibility based on comments from 
clinicians during the tool’s construction. In the current article, we focus 
on the qualitative results of this study, detailing the perceptions of cli-
nicians and patients who used the tool during the study. This paper 
considers both quantitative and previously unreported qualitative re-
sults from this study, with a focus on discussing perceived clinical utility, 
trust, and impacts on the clinician-patient relationship of the Aifred 
CDSS. We note that this tool is an investigational device not yet labeled 
for use and that this study was carried out under investigational testing 
authorization by Health Canada. 

2. Methods 

Ethics approval for the study was obtained by the Research Ethics 
Boards of the Douglas Mental Health University Institute (clinicaltrials. 
gov identifier: NCT04061642). The study was carried out according to 
the Tri-Council Policy Statement on the Ethical Conduct for Research 
Involving Humans (Canadian Institutes of Health Research, 2005), with 
participants providing written informed consent. 

The study was a single arm, naturalistic follow-up study aimed at 
assessing the acceptability and useability of the software, conducted 
from January to November 2020. The study sample consisted of two 
populations: 1) physicians, including psychiatrists and family physicians 
and 2) patients of these physicians. Patients were eligible if they were 
over the age of 18, capable of providing informed consent, diagnosed by 
their physician with an active major depression using DSM-5 criteria 
(APA, 2013) which the clinician felt was the primary mental disorder 
being treated, and did not have bipolar disorder. 17 patients consented 
to participate in the study, of which 14 completed, and qualitative data 
was obtained for 12 participants. Detailed methods, including discussion 
of sample size, can be found in Popescu et al., 2021. 

The study was conducted at university hospitals, primary care, and 
psychiatric clinics in Québec, Canada. Participating physicians were 
invited to an introductory session to learn how the AI model was created 
and trained on how to use the CDSS. Patients who met the eligibility 
criteria and provided informed consent had accounts created that were 
linked to their respective physicians. Due to COVID-19 and public health 
recommendations, the study was adapted to be completed entirely via 
telemedicine early in the course of the study. 

After patients provided informed consent, their next appointment 
with their physician served as the baseline appointment. It is important 
to note that the tool was not used by the physician during this 
appointment. This was because the primary outcome for the study was 
change in appointment length, and this design allowed the measurement 
of appointment length pre- and post-CDSS introduction. Patients were 
then seen at least two subsequent appointments, termed visit 1 and visit 
2, during which the tool was used by the physician. At baseline, patients 
completed a number of questionnaires including a demographics ques-
tionnaire, a Patient Health Questionnaire-9 (PHQ-9) to track depressive 
symptoms and severity over time, a General Anxiety Disorder-7 (GAD-7) 
to track anxiety symptoms and severity over time, an Alcohol Use 
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Disorders Identification Test (AUDIT) to screen for potential harmful use 
of alcohol, a Drug Abuse Screen Test-10 (DAST-10) to screen for po-
tential problematic drug use, a Standardized Assessment of Personality- 
Abbreviated Scale Self-Assessment (SAPAS-SA) to screen for potential 
personality disorders, a World Health Organization Disability Assess-
ment Schedule (WHODAS) to assess current disability, a Quick In-
ventory of Depressive Symptomatology (QIDS) to report symptoms of 
depression, an Adverse Childhood Experiences (ACE) questionnaire to 
assess adverse events that occurred in childhood, and an Inventory of 
Depressive Symptomatology, Clinician Rating (IDS-C), a researcher- 
assessed questionnaire about depressive symptoms (Kroenke et al., 
2001; Spitzer et al., 2006; Bohn et al., 1995; Skinner, 1982; Merlhiot, 
2014; Üstün et al., 2010; Yeung et al., 2012; Felitti et al., 1998; Rush 
et al., 2000). Subsequently, on a weekly basis patients were asked to 
complete the PHQ-9 and GAD-7 to assess depressive and anxious 
symptoms, as well as the Patient-Rated Inventory of Side Effects-20 
(PRISE-20) and Frequency, Intensity, and Burden of Side Effects Rat-
ing (FIBSER), which, together, allow for the assessment of the presence, 
frequency, intensity, and burden of medication side effects (Katz et al., 
2012; Wisniewski et al., 2006). Patients were reminded to complete 
questionnaires by automated email notifications. 

Following visit 2, patients were administered the Scale to Assess 
Therapeutic Relationships in Community Mental Health Care - Patient 
Version (STAR-P) to study the quality of the patient-physician rela-
tionship as perceived by each patient (McGuire-Snieckus et al., 2007), as 
well as a customized exit questionnaire and custom semi-structured 
interview to explore the patient experience with the tool using a quan-
titative and qualitative approach, respectively. After all of a physician’s 
patients had completed visit 2, they were similarly administered the 
Scale to Assess Therapeutic Relationships in Community Mental Health 
Care - Clinician Version (STAR-C) (McGuire-Snieckus et al., 2007), as 
well as a customized exit questionnaire and custom semi-structured 
interview, all of which explored concepts akin to the patient versions 
but from a clinician’s perspective. During all interviews, research as-
sistants (RAs) took extensive written notes and these formed the dataset 
for the qualitative analysis; RAs were instructed to take verbatim notes 
as recording and transcription was not possible because of resource 
limitations. Clinicians and patients were compensated for their time. 
The study flow was documented in Popescu et al., 2021. 

2.1. Analysis 

2.1.1. Quantitative 
Descriptive statistics are presented for the demographics question-

naire, baseline clinical questionnaires, STAR and customized exit ques-
tionnaire. Quantitative results regarding main study outcome 
(appointment length) can be found in Popescu et al., 2021. 

2.1.2. Qualitative analysis 
The purpose of the qualitative analysis was to explore patient and 

clinician perspectives regarding the regarding their experience using the 
tool in the study. In particular, we were interested in understanding 
perceptions of usability, clinical utility, and effects on the clinician- 
patient relationship. Written notes obtained during the 20–30 min pa-
tient and physician semi-structured interviews were reviewed to extract 
initial themes prior to data analysis, as a means of commencing the 
codification of data while minimizing bias. RAs met patients and clini-
cians one-on-one and asked a set of questions, with instructions to record 
participant responses in writing; follow-up questions were permitted for 
clarification or to more fully explore a participant’s comment. 13 RAs 
were familiarized with the data and extracted an initial set of categories 
and themes based on the experiences of patients and physicians in the 
study. RAs then reviewed the data once more to refine the initial themes 
extracted, which consisted of collapsing, splitting, eliminating and 
creating new themes. Five categories were identified: 1) physician; 2) 
patient; 3) physician-patient relationship; 4) COVID-19 and 5) 

miscellaneous. Themes were identified within the categories. Over-
arching themes encompassed similar concepts, spanning multiple par-
ticipants, as found within the data. Themes could be further separated 
into sub-themes. The physician category consisted of 16 themes, the 
patient category had 15 themes, both the physician-patient relationship 
and COVID-19 categories had 5 themes and the miscellaneous category 
had 2 sub-themes (see Supplementary Material for sub-themes). Using 
an inductive thematic analysis approach and following the steps laid out 
in Braun and Clark, 2006, data was coded without trying to fit it into a 
pre-existing coding frame or the researcher’s analytic preconceptions, 
and allowed the themes identified to be strongly linked to the data 
themselves. 

RAs independently read and coded excerpts of the data into sub-
headings of the thematic table. All RAs were assigned the data corre-
sponding to all participants, so that each participant’s data was 
independently coded by all RAs. This data was then condensed by 
collapsing some of the themes and rearranging the subheadings to 
reduce the overlap of excerpts between subheadings. The RAs then 
independently reread and coded all of the data into a final summary 
table. This stage ensured that any data that had been missed in earlier 
coding stages could be added, and also validated the new themes in 
relation to the full data set. Any discrepancies or disagreements between 
RA’s were resolved through discussion until a consensus was reached. 
When there was a discrepancy, each RA was allotted time to describe or 
discuss why they thought a given statement belonged in a given sub- 
theme; by consensus, we decided what sub-theme was more appro-
priate for each except of data. Finally, data were arranged into four final 
categories of interest to the central themes of this paper (clinical utility 
and clinician-patient relationship). These were Clinical Utility and 
Useability of the App, Impact on Physician-Patient Interaction and 
Relationship, Experience of Measurement-Based Care, and Under-
standing and Trust. 

The main qualitative research question was: how do patients and 
clinicians perceive the clinical utility and trust in the tool, and its impact 
on the clinician-patient relationship? 

3. Results 

3.1. Quantitative results 

3.1.1. Sample description 
Ten physicians consented to participate in the study; however 3 were 

unable to recruit patients due to interruptions related to COVID-19 in 
their clinical practice. As such, the final physician sample consisted of 7 
physicians (4 general practitioners, 3 psychiatrists). Twenty patients 
were approached to join the study, with 17 consenting to participate. 
One patient dropped out before the baseline appointment and 2 dropped 
out after the baseline appointment but before visit 1 and therefore did 
not interact with the CDSS and their physician together in a session. This 
resulted in 14 patients (9 women and 5 men) completing the study 
(defined as completing visit 2). Mean participant age was 36.43 years 
(SD 14.84). See table 1 for patient demographics and table 2 for baseline 
clinical questionnaire scores. 

3.2. Descriptive results 

3.2.1. Physician-Patient relationship 
In order to determine the quality of the patient-physician relation-

ship, physicians (n = 7) completed the STAR-C and patients (n = 13) 
completed the STAR-P at the end of the study. The questionnaire was not 
administered at the beginning of the study given the range of patient- 
physician relationship qualities and duration that could not be 
controlled for due to the small sample size. At the end of the study, 
patients had a mean total score of 42.69 (SD 5.57) and physicians had a 
mean total score of 40.29 (SD 5.65). In the original STAR study, patients 
had a mean total score 38.4 (SD 12.0) and physicians had a mean total 
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score of 31.5 (SD 6.9). The maximum score for both questionnaires is 48, 
with higher scores indicating a stronger relationship. The mean STAR-P 
subscores for positive clinical input, positive collaboration and non- 
supportive clinical input were 10.23 ± 1.88, 21.92 ± 2.24 and 10.54 
± 2.58, respectively, compared to 9.3 ± 3.0, 19.9 ± 6.7 and 9.3 ± 3.3, 
the subscores in the original STAR-P. The mean STAR-C subscores for 
positive clinician input, positive collaboration and emotional difficulties 
were 9.93 ± 1.38, 17 ± 2.60 and 10.57 ± 1.79, respectively, compared 
to 8.9 ± 1.6, 7.4 ± 2.7 and 15.3 ± 4.0, the subscores in the original 
STAR-C. As such, after using the tool there were no marked differences 
in our sample with respect to clinician-patient relationship compared to 
a reference population. In addition, the customized exit questionnaire 
was completed by 13 patients. 46 % of the patients (6/13) felt that the 
app significantly or somewhat improved the patient-physician rela-
tionship and the other 7 (54 %) felt that it did not change. 

3.2.2. Perceived clinical utility 
86 % of the physicians (6/7) reported that the information provided 

by the CDSS was useful for getting a better sense of their patients’ sit-
uations and 71 % (5/7) felt that the information provided by the tool 
was helpful, indicated by a 4 or 5 on the 5-Point Likert scale. 71 % (5/7) 
reported that they believed they would continue to use this application 
after the study and 29 % (2/7) reported that they would not. 57 % of 
physicians (4/7) reported that they would use the AI/predictive model 
in future clinical practice, and the other 43 % (3/7) was unsure. 

Importantly, 86 % of the physicians (6/7) thought the AI/predictive 
model was somewhat or very useful in helping them make their treat-
ment decisions, indicated as a 4 or 5 on the 5-Point Likert scale, and one 
physician was unsure about its usefulness. 71 % (5/7) of the physicians 
rated that they trusted the tool, indicated as a 4 or 5 on the 5-Point Likert 
scale. 

As indicated by scores of 4 and 5 on the 5 point Likert scale, 62 % of 
the patients (8/13) rated that they trusted the tool. In addition, 62 % of 
patients (8/13) felt that the tool allowed them to fully report how they 

were feeling and 62 % of patients (8/13) reported that the questions 
covered the things most important to them. Furthermore, 77 % (10/13) 
of patients gave scores of 4 and 5 in response to whether keeping track of 
their symptoms and treatments in the tool helped their physician better 
manage their care. Overall, 62 % of patients (8/13) felt the app 
improved their care and the other 38 % (5/13) thought the tool had no 
effect. No patients noted that their care worsened as a result of the tool. 

3.3. Qualitative results 

All physicians (7/7) who recruited patients in the study completed a 

Table 1 
Patient demographic characteristics.  

Patient characteristics n (%) Mean (SD) 

Age (years; n = 14) 14 (N/A) 36.43 (14.84) 
Sex (n = 14)   
Male 5(35.71)  
Female 9(64.29)  
Gender (n = 14)   
Men 5(35.71)  
Women 9(64.29)  
Ethnicity (n = 13)   
Caucasian 10(76.92)  
Caribbean 1(7.69)  
African or African American 1(7.69)  
Unanswered 1(7.69)  
Residency Status (n = 13)   
Canadian citizen 11(84.62)  
Immigrant status (>5 years ago) 1(7.69)  
Immigrant status (<5 years ago) 1(7.69)  
Adoption Status (n = 13)   
Not adopted 12(92.31)  
Adopted 1(7.69)  
Employment Status (n = 13)   
Full-Time 7(53.85)  
Part-Time 1(7.69)  
Disability (not working) 2(15.38)  
Unemployed + volunteer work 2(15.38)  
Unemployed 1(7.69)  
Relationship Status (n = 13)   
Married 4(30.77)  
Divorced 1(7.69)  
Dating a single partner 2(15.38)  
Not in a relationship 6(46.15)  
Years of Education (n = 12) 12(N/A) 15 (6.42) 
Income ($ CA) (n = 10) 10(N/A) 82,333.33 (70,099.93)  

Table 2 
Baseline questionnaire scores. Baseline questionnaires included a GAD-7 
(Generalized Anxiety Disorder-7), PHQ-9 (Patient Health Questionnaire-9), 
SAPAS-SA (Standardized Assessment of Personality-Abbreviated Scale Self- 
Assessment), DAST-10 (Drug Abuse Screen Test-10), AUDIT (Alcohol Use Dis-
orders Identification Test), QIDS (Quick Inventory of Depressive Symptom-
atology), WHODAS (World Health Organization Disability Assessment 
Schedule), ACE (Adverse Childhood Experiences), and an IDS-C (Inventory of 
Depressive Symptomatology, Clinician Rating).  

Questionnaire Baseline Score1 Frequency, n 
(%) 

Mean (SD) 

GAD-7 (n = 14)  12.21 
(5.81) 

0–4: no or minimal anxiety 
5–9: mild anxiety 
10–14: moderate anxiety 
15–21: severe anxiety 

1(7.14) 
4(28.57) 
3(21.43) 
6(42.86)  

PHQ-9 (n = 15)  14.80 
(5.61) 

0–4: minimal or no depression 
5–9: mild depression 
10–14: moderate depression 
15–19: moderately severe depression 
20–27: severe depression 

1(6.67) 
1(6.67) 
4(26.67) 
7(46.67) 
2(13.33)  

SAPAS-SA (n = 15)  3.53 
(2.23) 

< 3 points: negative screen for personality disorder 
≥ 3 points: positive screen for personality 
disorder. Further clinical evaluation is warranted. 

5(33.33) 
10(66.67)   

DAST-10 (n = 15)  2.40 
(3.60) 

0: no problems reported 
1–2: low level 
3–5: moderate level 
6–8: substantial level 
9–10: severe level 

8(53.33 %) 
3(20.00) 
0(0.00) 
3(20.00) 
1(6.67)  

AUDIT (n = 15)  4.40 
(3.58) 

< 8: negative screen for harmful alcohol use 
≥ 8: positive screen for harmful alcohol use 

12(80.00) 
3(20.00)  

QIDS (n = 12)  13.12 
(6.04) 

1–5: no depression 
6–10: mild depression 
11–15: moderate depression 
16–20: severe depression 
21–27: very severe depression 

2(16.67) 
2(16.67) 
3(25.00) 
4(33.33) 
1(8.33)  

WHODAS (n = 13) N/A 54.62 
(27.08) 

ACE (n = 13)  1.62 
(1.45) 

0 adverse childhood events 
1 adverse childhood event 
2 adverse childhood events 
3 adverse childhood events 
4+ adverse childhood events 

4(30.77) 
3(23.08) 
1(7.69) 
4(30.77) 
1(7.69)  

IDS-C (n = 13)  30.00 
(12.88) 

0–11: no depression 
12–23: mild depression 
24–36: moderate depression 
37–46: severe depression 
47–84: very severe depression 

0(0.00) 
4(30.77) 
5(38.46) 
3(23.08) 
1(7.69)   
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final interview. In addition, 12 of the 14 patients who completed the 
study completed an end interview; of these, 7 patients were patients of 
GPs and 5 were patients of psychiatrists. 2/14 patients could not be 
contacted to complete a final interview. Below are the data from these 
interviews, organized into four categories: 1) Clinical utility and use-
ability of the application; 2) Physician-patient interaction and rela-
tionship; 3) Experience of measurement-based care; and 4) 
Understanding and trust. Sub-categories are presented in each category. 
Note that when a certain number of participants are noted as making a 
statement, this does not imply that the remainder of participants made 
the opposite statement.  

1 Perceived Clinical Utility and Useability of the App 

3.3.1. Ease of use 
Overall, 10 of 12 patients and 6 of 7 physicians reported that the app 

was easy to use. Despite noting the tool was easy to use, 3 physicians 
reported they would have felt more comfortable with the tool with more 
time and practice. Further comments regarding ease of use can be found 
in the supplementary material and Box 1. 

3.3.2. Perceived clinical utility 
With respect to clinical utility as perceived by patients, some patients 

were able to identify how their questionnaire responses were being used 
by their physician, with one patient expressing that if they “reported 
higher anxiety levels (for example) that week, [her] doctor saw that in 
[the] appointment when [they] looked at tool so [they] increase[d] 
medication.” 3 of 12 patients (2 patients of GPs; 1 patient of a psychi-
atrist) commented that the tool did not necessarily have an effect on 
their care as they had already been on medication. This was expected as 
part of the study design, where the tool was introduced after the baseline 
visit (and therefore after pharmacotherapy was likely to have been 
initiated). 

Patients reported how they used questionnaire responses and seeing 
their trends graphed to facilitate better communication between them-
selves and their care provider. One patient shared that it helped in 
“highlighting my priorities”. Another patient (of a GP) stated that “I 
think what it accomplished was to give me the info I needed to transmit 
to my GP when I spoke to him. I could look back and reflect on how I felt. 
That info being there in black and white for me made it easier to be 
prepared to speak to him.” Another patient (of a GP) discussed how the 
tool “allowed [the] doctor to understand symptoms more when she 
couldn’t verbalize how she was feeling.” 

Physicians commented on the clinical utility of the CDSS, with 
particular emphasis on how they interpreted and used the tool’s clinical 
algorithm. One doctor described that it was “nice to objectify scores, as 
[they] were able to explain what [they] were doing, [and] told the pa-
tient what the algorithm suggested”. Another physician described their 
treatment decisions using the tool in the context of the CANMAT 
guidelines, saying that it is “helpful to know that clinical decisions were 
supported by CANMAT guidelines, not just physician recommendations 
and/or opinions”. Interestingly, 4/7 (2 Psychiatrists, 2 GPs) doctors 
shared comments regarding their openness to prescribe medications 
they may not otherwise have considered based on the information 
presented within the algorithm module. 

A trend that emerged from physicians is that the clinical algorithm 
and AI allowed doctors to reflect on or confirm their decision-making. 
One doctor gave an example of this, wherein they reviewed their deci-
sion based on the AI, “[I] looked at numbers and trends, [and the AI] 
gave me examples of why patients were better, worse, or the same”. 
Similarly, 2 physicians, 1 psychiatrist and 1 GP, reported that they 
would consider the AI recommendations if patients weren’t responding 
to current treatment; one psychiatrist stated “If the patient didn’t get 
better on current meds, then I would change the medication and look at 
what the algo said. Results were interesting, I haven’t used it a lot in 
practice but if my patient didn’t get well, then I would have use[d] the 
tool more”, though they also suggested the AI follow patients for a 
longer time (6 months) prior to making recommendations. Despite 
positive comments that the AI and CDSS provided “useful info, [and] 
remind[s] you treatment only has a chance of working. Maybe how long 
to try medication for before reassessing,” one psychiatrist also noted that 
when the difference in predicted remission between treatments was low 
that they were less likely to take this into account during decision 
making (as they put it, “on a population level, 5 % [improvement in 
predicted remission] can make a big difference, but not for the person 
you’re treating that specific day”). Using the CDSS as a confirmation of 
clinical decisions was noted by 5/7 physicians (1 psychiatrist, 4 GPs). No 
physicians reported negative effects on patient outcomes as a result of 
using the tool. 

One key aspect of assessing perceived clinical utility as well as bar-
riers to use is considering whether or not users are willing to continue 
using the application in the future. 9 of 12 patients (6 patients of GPs; 3 
patients of psychiatrists) reported that they would, as one patient put it, 
“like to continue using [the app] to monitor” how they are feeling. 2 
patients reported they would use the app if there were changes to their 
treatment plan. 5 of 7 physicians said they were willing to continue 
using the tool after the study (2 GPs; 3 psychiatrists). 

Box 1 
▒.  

Physician and patient quotes: 
Clinical Utility and Useability of the App 
Physicians and patients shared comments regarding ease of using the app, as well as its 

clinical utility. 
Physician 1 reported the tool was “easy and user-friendly, steps and suggestions are 

well explained.” 
Physician 2 shared that “reading the change in scores [prior to appointments] 

definitely gave some orientation as to where the patient is going and if things are 
improving or not” 

Patient 1 felt the tool “allowed [the] doctor to understand symptoms more when she 
couldn’t verbalize how she was feeling.” 

Patient 2 also noted that they would continue to use the tool in a maintenance 
capacity, sharing they “would use it but a couple of times per year… [to track] mood 
changes, [but] not week to week” 

Impact on Physician-Patient Interaction and Relationship 
Physicians and patients agree that the tool improved patient-clinician interactions. 
Patient 3 reported feeling the tool “would be very useful for a new patient-physician 

relationship or a doctor without much time to give them info on when they’re not 
doing well and to take them seriously." 

Physician 3 stated they “felt like there was another outside kind of help and of 
objectification and that helpful the rapport with the patient” 

The tool also improved patient engagement in their own care. 
Multiple patients reported they were “better able to self-reflect and articulate how 

[they were] feeling at visits” 
Measurement-Based Care: Patient Perspective 
Patients reported the tool brought more awareness to their changing thoughts and 

feelings. 
Patient 2 shared they were able to “reflect on how [their] past week has been [and] 

helped her remember her moods.” 
Patient 3 stated “mood really fluctuates during depression so I think it really helped to 

point out that there were days where I felt ok,” 
Patient 4 shared “there’s actually something nice about filling in these questionnaires 

more often. The questions always feel a little off the first time so doing it multiple 
times takes away the stress of having something riding on me to do it right. […] [I] 
like that this is a neutral way to be asked about your feelings without having a 
person or putting on a front for others (such as friends). I enjoyed it, filling in the 
questionnaires was a useful therapy.” 

Patient 5 reported: “I know how I feel. I know. And I’m fed up with it; It makes me 
realize certain things that I was ignoring. When you’re like this, you don’t think 
about what you feel. You know you’re different, but this helps you realize how you 
are; It helped me to realize what it is from the questions, and make me realize what I 
have. I don’t know about depression. You hear about people with depression, but 
you don’t know anything about it until you have it. Even the people at work knew 
because they saw I was not the same, but I did not realize it.” 

Understanding and Trust 
Physicians generally reported trusting the tool enough to integrate it into their care. 
Physician 4 shared the tool suggestions “were reasonable and mirrored guidelines” 
Patients shared little concern regarding their understanding of the tool. 
Patient 4 reported “As long as it works, it works – whether it’s magic or AI”  
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1 Impact on Physician-Patient Interaction and Relationship 

All patients and clinicians noted neutral or positive impacts of the 
application on the physician-patient relationship. One psychiatrist 
shared that the app may have been beneficial in their doctor-patient 
relationship stating, “I felt like there was another outside kind of help 
and of objectification [which facilitated] the rapport with the patient”. 

4 patients shared that the app in some way, as one patient put it, 
“enhanced” their relationship with their physician. One patient noted 
that the tool helped to facilitate conversations: “[the app] made it easier, 
as sometimes I have trouble verbalizing how I am feeling, so it helped 
the relationship.” The 3 other patients cited their increased involvement 
and understanding as the main factor for this change. One patient 
shared, “[using the app] made things a lot easier, […] not many of my 
other doctors have been able to make me feel good about treatment [and 
the app] definitely [had] a positive impact”. Similarly, a patient shared 
that “tracking symptoms/treatments helped [the] physician better 
manage patient care,” while another commented, “[the app] improved 
[the relationship by introducing] more knowledge and understanding in 
the relationship.” Other physicians and patients reported neutral im-
pacts on the relationship. 

There were comments supporting the use of the tool in facilitating 
shared decision making. For example, a clinician asserted that “it’s 
useful to have the feedback that the patient is improving or not. When I 
looked at the scales and saw that there was no improvement, I could 
speak about it with the patient and use that in my discussion with them”. 
2 patients commented that they enjoyed the shared approach saying that 
they “appreciated that the doctor included [them] in app-use appoint-
ments” and that the app “improve[d] care on how they dealt with [their] 
depression together”. 

3.3.3. Patient agency and self-management 
Two physicians reported feeling that the app improves patient 

agency due to increased involvement required by questionnaires and the 
symptom tracking features of the app, with one physician stating, “[the 
app] improved things [by making] patient[s] more active participants 
[in their care and allowing them to] see objective changes on ques-
tionnaires”. Another physician expressed that the tool “made [the pa-
tient] more accountable” while another found the app to be “[of] benefit 
[as it] allowed patients to reflect on symptoms and see what type of 
questions others in their situation were being asked.” Mirroring this 
sentiment, the 9 patients who commented on patient agency all reported 
feeling that the app improved their agency and communication. For 
example, 1 patient credited the app with enabling him to be, “better able 
to self-reflect and articulate how he was feeling at visits,” a sentiment he 
shared with 3 additional patients. These patients communicated that the 
app gave them the opportunity to divulge certain information they 
might not have otherwise shared because they didn’t know it was 
relevant, because they found the experience difficult to express in words, 
or because they “don’t feel comfortable expressing [these experiences] 
out loud”.  

1 Experience of measurement-based care 

Regularly responding to and reviewing standardized questionnaires, 
while potentially familiar as a concept, was a novel experience for many 
physicians and patients in the study, and constituted the most significant 
interaction with the tool in terms of time for patients, as well as an in-
tegral part of tool use for physicians. 

3.3.4. Measurement-based care: patient perspective 
The majority of patients (n = 10) reported an increased awareness of 

their thoughts, feelings, and how they changed over time. 
Patients generally found the questionnaires rapid and easy to com-

plete; additionally, many reported enjoying or finding it helpful to take 
the time to reflect on how they were feeling (Box 1). 

While 6 of 12 patients expressed, as one patient put it, that the “app 
covered everything [they] would have wanted to report,” a number of 
patients did find the use of standardized questionnaires to be restrictive. 
As will be discussed below, this is a reasonable tension to expect when 
using standardized questionnaires. 

3.3.5. Measurement-based care: physician perspective 
One physician said that the tool “made it somewhat easier to get 

standardized questionnaires completed by my patients [which is an] 
incentive [for use]”. Two other physicians agreed the questionnaires 
were beneficial in making patients more active in their care. Refer to 
Patient agency and self-management for specific quotes. Another said that 
it was “useful to monitor variations in scores”. Mirroring the concerns of 
some patients, one physician explained that many questionnaires are not 
always specific to the patient. In addition, there can be tension between 
the results of a standardized questionnaire and clinical judgement: one 
doctor described that in one instance “what the patient reported to me 
and their score on the tool did not add up. [Their] score was higher than 
the symptoms the patient was presenting. [On the other hand], the 
numbers produced by the AI/predictive model were fine".  

1 Understanding and Trust 

3.3.6. Perceived level of understanding of AI 
Physicians had mixed responses when asked if they understood how 

the AI worked. 3/7 doctors (2 psychiatrists, 1 gp) stated they understood 
the AI to at least a basic level, while 3/7 doctors (1 psychiatrist, 2 gp) 
shared they felt they did not understand the AI. Generally, physicians 
reported using the AI as “a supplement to clinical judgement” and, as a 
result, they did not place emphasis on the importance of their under-
standing. A key point to note here is that, even if they did not understand 
the technical details in full, physicians understood the role of the AI as an 
assistant to their decision making. Refer to Supplementary Material for 
further comments. 

3.3.7. Feelings of trust in the CDSS 
Physician trust in the CDSS, including the AI results, despite the 

mixed results regarding understanding of the AI component, was found 
to be generally positive. 6/7 physicians (2 psychiatrists, 4 GPs) stated 
that they trusted the CDSS; 1 psychiatrist with complex patients 
expressed hesitance in fully trusting the tool because it did not take into 
consideration failed treatments (as discussed above). In addition, as 
noted above in the section on clinical utility, the majority of physicians 
trusted the tool enough to use it to confirm their decisions, and 4/7 
physicians reported being more open to prescribing medications they 
would not have considered otherwise. 

Further, three doctors attributed their trust in the tool to the fact that 
the app mirrors the CANMAT guidelines and that the AI demonstrated 
“reasonable options that [they] would’ve suggested.” 5/7 doctors re-
ported they trusted the tool because, as one doctor put it, it “was aligned 
with doctor’s clinical opinions and was good reinforcement from an 
exogenous source.” Doctors felt comfortable using the app in practice 
because they were, as per one physician, “never surprised” by the CDSS’ 
recommendations and the “AI explained reasoning behind its choices.” A 
physician noted that the CDSS reported recommendations that “felt 
accurate and informative.” Confirming the doctor’s initial thinking 
contributed to trust in the app and its continued use. 

Patient feelings of how well the CDSS represented their individual 
clinical situation seemed to be an important component of their overall 
trust in the tool. 6/12 patients reported generally trusting the tool and 
feeling represented by it. One patient reported that “I found that it was 
pretty spot on and accurate with regards to how I felt. It almost seems 
like it had a good idea of who I am.” 6/12 patients felt reassured that the 
tool produced personalized results, with one patient sharing that it “felt 
personalized.” Another two patients shared that they felt that the tool is 
trustworthy and a “Good tool in the hands of a good doctor. I would be a 
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little perturbed if a doctor based the diagnosis/medications solely on the 
app without going into depth with the patient.” Patients felt comfortable 
in the tool being used by physicians but “[they] don’t think the AI is 
capable of making a decision for the treatment of the patient.”. 6/12 
patients stated that they trusted their doctors to “recognize when they 
should trust the AI.” Finally, one patient found it interesting to see their 
medication in the tool and to know that the choice of treatment was 
“backed by patient samples”. 

4. Discussion 

In this paper, we present a mixed-methods feasibility study of novel 
AI-enabled CDSS. Seven physicians and 14 patients completed this 
feasibility study, conducted during the COVID-19 pandemic, and pro-
vided valuable insights regarding the feasibility, clinical utility and 
useability of the system; its impact on the physician-patient relationship; 
their experience of measurement-based care; and their understanding 
and trust in the CDSS. These different thematic categories, and relevant 
quantitative data, provide valuable insight into not only the integration 
of this particular CDSS into primary and specialty care, but into the 
general considerations for the integration of CDSS with AI components 
in mental healthcare. 

4.1. Clinical feasibility, utility and useability 

As noted in the quantitative results and the results of our previous 
paper on this study, which was focused on feasibility, (Popescu et al., 
2021), both patients and physicians found the tool easy to use and 
feasible in a clinical setting, building on the results from our previous 
simulation-center based ease-of-use study (Benrimoh et al., 2021; Tan-
guay-Sela et al., 2022). Refer to supplementary material for further 
comments. 

Physicians and patients agreed about the clinical utility of the ap-
plication’s mood tracking features to provide improved information 
about patient status. Physicians appreciated the clinical algorithm and 
the AI/predictive model; 6/7 clinicians noted that it was useful in their 
clinical decision-making and a majority noted its utility to confirm 
clinical decisions. A number of physicians also noted its ability to help 
them reflect on clinical decisions or consider options they otherwise 
would not have, which may be an important contribution given the fact 
that physicians tend to use the same treatments repeatedly (Frank and 
Zeckhauser, 2007). Given that one key objective of this tool is to help 
personalize treatment, it is encouraging to recognize that physicians are 
open to considering the information it provides and re-visiting existing 
patterns (Henshall et al., 2017). It is also interesting to note that updated 
versions of the tool may have a role to play in providing continuing 
medical education and that this may in turn improve the utility of the 
clinical decision support. This is fundamentally how the system is 
intended to be used: rather than physicians abdicating responsibility and 
simply following AI recommendations, they are meant to incorporate 
the predictions of the model while still considering their own expertise 
and collaborating with the patient. 

Other comments from physicians and patients also provide valuable 
insight into how to continue evolving AI-enabled CDSS’ to provide 
further clinical utility. For example, as noted above, one psychiatrist 
with complex patients noted that he would have preferred if the AI had 
taken previous treatment failure into account. While this was not 
possible with the current dataset and model architecture, it is something 
that will be taken into account during the design of future AI modules. 
The same psychiatrist noted that they would be more likely to use AI 
predictions if the predicted efficacy of treatments varied more greatly at 
the individual patient level. This bears further investigation, and this 
metric will also be used when selecting optimal models for inclusion in 
the CDSS in future releases. As noted above, some patients noted that 
they wanted to continue using the tool in a maintenance capacity, rather 
than with the same weekly intensity used during the study. The tool is 

indeed designed to allow for a reduction in the frequency of question-
naires, the questionnaire frequency was kept constant throughout the 
duration of the study in order to standardize assessments across patients. 
Further work on features supporting patients in maintenance might also 
extend the useful lifespan of the tool for each patient. 

Physicians noted (see supplementary materials), in a manner similar 
to comments made in our simulation center study (Benrimoh et al., 
2020), that they felt that more practice with the tool would have 
improved their comfort with it and ability to use it clinically. The pro-
tocol and application training session in this study for physicians was 
longer than in the simulation center study (roughly 1 hour compared to 
roughly 40 min); however, it appears that more practice would be 
beneficial. As a result, in our upcoming effectiveness study clinicians 
will receive more detailed training and will be encouraged by local co-
ordinators to practice using the tool in the time between initial training 
and patient recruitment. 

4.2. Impact on physician-patient relationship 

The prospect of implementing a CDSS with a novel AI component 
raised concerns about potential deleterious effects on the clinician- 
patient relationship. Indeed, one reason that this study was designed 
with a baseline session without the tool followed by the introduction of 
the tool was to provide an opportunity to note if tool introduction caused 
friction between patients and physicians. Encouragingly, quantitative 
results from the end questionnaire and STAR questionnaires demon-
strate no negative effects on the relationship, and this is echoed by the 
qualitative results. While many clinicians and patients noted no change 
in the relationship- likely because, as noted by some patients above, the 
patients had existing positive relationships with their clinicians- there 
was a significant portion of patients (46 %) who noted an improvement 
in their relationship with their physician. As such, the tool appears to 
either have no negative effect on the clinician-patient relationship, or to 
have a positive effect for nearly half of patients. The qualitative results 
provide two potential mechanisms by which this positive effect might be 
produced. One is improved communication (Lin, 2012), with patients 
feeling that their physicians had a better sense of their cases and were 
more prepared for appointments. The other is an improved sense of 
patient ability to self-advocate, which corresponded to physician com-
ments about more active patient involvement in care, having the same 
questionnaire results and graphs available to both parties may have 
helped to improve this sense of patient self-advocacy (Walker et al., 
2011). Both mechanisms may have contributed to the improvements in 
shared decision making commented on by participants. 

Additionally, the choice to introduce the tool after the first visit was 
made in order to demonstrate that appointment lengths did not increase 
after the introduction of the tool. This was in reaction to clinician 
comments prior to the study being designed wherein multiple clinicians 
noted that increased appointment length would be a significant barrier 
to them using the tool. However, introducing the tool after the first visit 
likely limited the ability of the tool to impact treatment decisions during 
the time of the study, given that some treatment decisions may have 
been made at the first visit. However, given clinician concerns, our 
priority in this study was to establish clinical feasibility and effect on 
clinician-patient relationship; definitive information about effect on 
treatment decisions will be established in future studies, such as our 
ongoing randomized clinical trial (NCT04655924). 

This study was conducted during the COVID-19 pandemic; as a 
result, most visits were over the phone or using a teleconferencing so-
lution. The shift to telemedicine as a result of the pandemic likely 
impacted the clinician and patient experience with our tool. Many visits 
occurred by phone, or without screen sharing functions, limiting the 
ability of clinicians and patients to look at the screen together. In our 
previous work (Benrimoh et al., 2020), we noted that standardized pa-
tients appreciated being “invited in” by clinicians to look at the tool 
together during decision making. As such, it is possible that the shift to 
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telemedicine may have reduced the positive impact of the tool. How-
ever, we note that a number of participants did express that the tool 
supported the transition to telemedicine, suggesting that this may be 
another use of the tool to be explored in future work. Most visits 
occurred during the pandemic, and as such data collection was mostly 
done remotely, reducing concerns about the equivalence of data 
collected in-person compared to remotely. In addition, efforts were 
made to ensure equivalence of data collected. For example, data on 
appointment lengths were recorded from door close to door open 
in-person, and by phone or telemedicine call recorded times remotely. It 
is possible that unfamiliarity with telemedicine technology may have 
added some time to visits, though the potential impact of this is difficult 
to ascertain and there were no significant variations between visit 
lengths at each time point. 

As detailed in the Supplementary Results, many participants noted 
that the tool supported the transition to telemedicine. 

4.3. Experience of measurement-based care 

The experience of measurement-based care was overall much 
appreciated by both physicians and patients, despite the need to answer 
four questionnaires weekly in addition to a number of baseline ques-
tionnaires. As noted, 6/7 physicians felt the tool helped them get a better 
sense of patient situations, and as discussed above patients felt their 
physicians were better prepared for their appointments. Furthermore, 
patients noted that an important aspect of using the tool for them was 
the chance to self-reflect and realize how their situations have evolved 
over time. They noted the utility of the CDSS as effectively a neutral 
party they could report symptoms to that were otherwise difficult to 
verbalize or discuss directly in sessions. These important benefits help to 
explain the positive impacts of the tool noted by participants on shared 
decision making and communication. 

While the tool seems to help patients report and reflect on their 
clinical symptoms and course, its reliance on standardized question-
naires, necessary for effective measurement-based care (Fortney et al., 
2017), does create some expected tensions. Not all patients felt the 
questionnaires allowed them to fully report how they were feeling, and a 
number of patients suggested improvements such as daily mood tracking 
or a free-form diary or comments section - as one patient put it, 
“something a little more personalized where you can write yourself”. 
Future versions of the tool may be able to incorporate more personalized 
elements, as well as to borrow tools from other methodologies, such as 
ecological momentary assessment, to begin personalizing patient data 
collection (Moskowitz and Young, 2006). This may in turn help support 
a wider range of therapies (i.e. patient diaries in cognitive behavioral 
therapy) (Nes et al., 2013). 

4.4. Understanding and trust 

Physician and patient understanding and trust of the app and AI were 
two significant factors queried in this study. Successful integration of the 
app and AI into standard practice is contingent on physicians’, as well as 
the patients’ perception of their physicians’ understanding and trust in 
the tool. Physicians and patients were not given explicit instructions on 
how to implement the tool and AI into their care, and physicians were 
not told how to talk to their patients about the CDSS. As such, we were 
able, as in our simulation center study, to study how physicians and 
patients naturally learned to use the tool in their interactions and how 
they included it in their understanding of the treatment process. 

It is interesting to observe that neither physicians nor patients 
endorsed fully understanding the AI and how it worked, though a 
number of physicians did note a basic understanding (we note that all 
physicians were trained on the basics of how the AI model was trained 
and had the opportunity to ask questions during their training session). 
The patient’s reaction to their level of understanding was essentially to 
note that their main concern was their physician’s ability to understand 

and use the system appropriately. This underscores the importance of 
trust and strength in the relationship between physician and patient and, 
as such, makes it doubly important to demonstrate, as we have here, the 
lack of negative impact on the physician-patient relationship of the 
CDSS. Despite having only a basic understanding of the AI, the majority 
of physicians did endorse trusting the CDSS as a whole. Some clinicians 
noted that this was because the majority of information presented in the 
application (with the exception of predicted remission probabilities) 
came from established treatment guidelines, underscoring the value of 
the design of this CDSS, which sought to use AI to build upon the gold- 
standard approach. While they may not have understood all the technical 
details of the AI, clinicians did understand the way in which the AI was 
meant to be used- as an aid to clinical decision, as one more piece of 
information they could consider (Jeffries et al., 2021). Most physicians 
had only a few patients in this study. As such, one might argue that what 
was observed in this study is the ‘exploratory’ phase of physicians 
integrating this new technology - with physicians willing and able to use 
it, but still learning how it works and how best to leverage it in their 
practices. Given that technology remains quite novel to physicians, with 
a systematic review reporting that 70.2 % of physicians had never used 
applications in clinical practice before (Kerst et al., 2020), it is important 
to provide continuing education and training for healthcare providers 
(Briganti and Le Moine, 2020). Our upcoming effectiveness trial, which 
asks physicians to enroll double the number of patients as in this study, 
may therefore provide more information about how physicians use this 
technology with more practice and practical experience with the system. 

5. Limitations 

This study has a number of important limitations. One key limitation 
was the small sample size, which may limit the generalizability of re-
sults. In addition, a key limitation was that resource considerations 
limited us to the use of written notes rather than recordings. Written 
notes rely on the capacity of each interviewer to correctly record the 
comments and as such might result in reduced accuracy compared to 
recordings. In addition, the need to write while listening to the partic-
ipant may lead to some statements being missed, resulting in a loss of 
richness in the data. We attempted to mitigate this by using a semi- 
structured interview, which allowed for the same questions to be 
asked in the same way to all participants, while allowing the RA to ask 
clarifying or exploratory questions when they deemed it relevant. In 
addition, RAs were given clear instructions to record all statements 
verbatim. The study was designed with a focus squarely on feasibility, 
with the tool being introduced only after the first visit with the patient. 
Indeed even patients noted this, with one patient mentioning how their 
medications had been changed prior to the introduction of the tool and 
that as such the CDSS likely did not have an impact at the level of 
treatment choice. We note that this was not intentional, as this study was 
not meant to test tool effectiveness but rather to determine if its intro-
duction was feasible or if it had any deleterious effects on the clinician- 
patient relationship. This limitation is further discussed in Popescu et al., 
2021. Finally, as noted above this study was adjusted in order to conduct 
it entirely virtually, due to the COVID-19 pandemic. One negative aspect 
of telemedicine was reduced opportunity for physicians to look at their 
screens together with patients, as many of the telemedicine follow-ups 
were conducted over the phone. During the simulation center study of 
this tool (Benrimoh et al., 2020), looking at screens together was an 
important part of the patient-physician interaction when using the tool. 
As such, this study may have benefitted from more in-person visits; on 
the other hand, the significantly positive experience of the tool supple-
menting telemedicine demonstrates both the versatility of the CDSS and 
the manner in which patients and clinicians can adapt its use to meet 
present circumstances. 
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6. Conclusion 

In conclusion, this paper has described a mixed-methods approach to 
the study of a novel AI-enabled CDSS for the treatment of major 
depression. Key themes regarding clinical utility, ease of use, feasibility, 
the impact on the physician-patient relationship, the experience of 
measurement-based care, and physician and patient understanding of 
and trust in the tool were discussed. Importantly, clinicians saw the tool 
as being a trustworthy support to help them explore more treatment 
options, and patients found the experience of measurement-based care 
to be one that helped improve self-reflection and support self-advocacy. 
A number of key learnings, such as the need for increased training time 
and the importance of administrative support, will help support future 
effectiveness trials of this - and potentially, of other - clinical decision 
support systems in mental healthcare and beyond. Next steps also 
include upgrades to the AI model, such as an AI that takes individual 
failed treatment history and patient trajectories into account. 
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