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Abstract

Artificial Intelligence (Al) is reshaping education, learning, and instruction, yet cur-
rent research in this area is fragmented, often tool-specific, and dominated by short-
term perspectives. This article develops a broader research agenda for Al and Edu-
cation (AI&ED), bringing together Artificial Intelligence in Education (AIED) and
Al literacy within an educational ecology framing. Using a collective writing meth-
odology, an expert panel of eleven internationally recognised scholars from various
disciplines within computer and learning sciences contributed ten standalone reflec-
tions on the challenges, opportunities, and transformations of AI&ED. Two addi-
tional leading scholars provided critical commentaries to strengthen the analysis. A
thematic analysis of the contributions identifies five main challenges (learning and
instructional practices and curricula, access and ethics, assessment and evaluation,
research capacity, and stakeholder readiness), five areas of opportunity (enhanced
pedagogies, innovation in design and research, support for learning processes, criti-
cal skills, and hybrid knowledge), and four transformational themes (Al technolo-
gies and the design of education, human-Al interplay, lifelong learning, and organi-
sation of AI&ED research). The article proposes an educational ecology research
agenda across macro (policy, research ecosystem, society), meso (curricula, institu-
tions, leadership), and micro (instructors, learners, learning processes) levels. We
argue for a future-oriented, critical, and inter- or multidisciplinary approach that rec-
ognises Al as a socio-technical assemblage and sustains educational values such as
equity, democracy, and human dignity in postdigital societies.
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Introduction

Researching Artificial Intelligence (AI) began in the mid-1950s, focusing on studying
and replicating human problem-solving methods, in a field known as cognitive simu-
lation (Dreyfus and Dreyfus 1986). Al has since developed, yet a common definition
still describes Al as machines performing tasks that would require human intelligence
if done by a person (McCarthy 1960; Minsky 1961). Today’s research on Al and its
intersection with educational, learning, and instructional themes has been discussed
under several names such as Al literacy, Al in education (AIED), and Al and educa-
tion (AI&ED). For the sake of simplicity, this article applies the concept of AI&ED to
include issues related to both AIED and Al literacy.

Research agendas in the field of AI&ED (e.g. Bhullar et al. 2024; Hwang et al. 2020;
Lodge et al. 2023; Mustafa et al. 2024; Peters and Tukdeo 2025; Sahar and Munawaroh
2025; Wong and Looi 2024; Woolf et al. 2013) emphasise the increasing significance
of AI technologies and their impact on education, learning, and instruction, especially
in higher education. Most of these agendas stress that earlier research is rather short-
term, tool-specific, and limited to specific areas such as language learning. Together,
they call for inter- or multidisciplinary, equitable, and future-oriented approaches for
AI&ED.

With a few exceptions (see Hwang et al. 2020; Peters and Tukdeo 2025; Woolf
et al. 2013), most earlier research agendas were built on extensive systematic litera-
ture reviews, or aggregated from a collection of papers in special issues. These research
methodologies have their limits, so there is a need to identify current trends in AI&ED
on a different basis. Based on insights from an expert panel consisting of highly ranked
and experienced researchers, this paper responds to that need. The article addresses the
following research questions:

RQI1: Which challenges, opportunities, and transformations do experts identify as
crucial for researching Artificial Intelligence, education, learning, and instruction?
RQ2: According to experts, what should be included in a sustainable and broad
multidisciplinary research agenda for the study of Artificial Intelligence, education,
learning, and instruction?

After a brief introduction, the expert panel contributed ten standalone reflections on
the challenges, opportunities, and transformations of AI&ED, followed by an analysis
on an aggregated level. Two additional experts each contributed a commentary. The
final section includes concluding remarks focused on the key themes and the micro,
meso, and macro levels of the suggested research agenda for AI&ED, followed by three
open reviews.
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Critical Issues in the Research of Al, Education, Learning,
and Instruction

Al technologies are claimed to support instructors in various tasks, from automat-
ing tedious administrative work to assisting in teaching and learning (e.g. Rahm
2023). However, the immaturity of both the technologies and their applications
requires more research to justify such claims. Most of this research struggles to
keep up with the rapid pace of technological advancements and dissemination
(Holmes and Tuomi 2022; Hwang et al. 2020).

AI&ED is not discussed without critical concerns. Its development has been
accused of eroding key features of education, such as human values, and weak-
ening the links between instructors and learners as complementary agents in
educational activities. Al technologies are described as limited in enabling the
development of empathy, judgment, and socio-emotional support. One obvious
risk is that overreliance on Al technologies may lead to a loss of essential skills
in assessment, content generation, and providing learners relevant feedback (e.g.
Holmes et al. 2022).

Another critique focuses on the corporatisation and commercialisation of pub-
lic education (e.g. Holmes et al. 2022; Williamson et al. 2023). This trend may
lead to pedagogies that teach to the algorithm instead of allowing for dialogue
and inquiry learning. Moreover, commodification overemphasises the signifi-
cance of measurable outputs at the expense of processes such as the development
of democratic citizenship, creativity, critical thinking, and collaborative skills
(see Hayes 2020).

There are further concerns around instructor accountability and responsibil-
ity in AI&ED. Who is accountable if Al generates incorrect grading decisions or
does not meet the needs of learners (e.g. Kahr and Snijders 2023)? Issues related
to responsibility also concern the lack of clarity in roles—between, for example,
developers, instructors, leaders, policymakers, and researchers—which may lead
to ethical grey zones (e.g. Holmes 2024).

Another critical issue is digital equity. This critique is linked to digitalisa-
tion in general and concerns the uneven access to Al technologies among socio-
economic groups and geographical areas (e.g. Utterberg Modén et al. 2025). It
also relates to potential inequalities and inequitable implementations linked to
potential biases and discrimination in Al algorithms (e.g. Fischer 2024). Surveil-
lance is yet another common critical issue discussed by scholars (e.g. Gidiotis
and Hrastinski 2024), as the application of Al technologies may include extensive
data collection by monitoring instructors’ and learners’ behaviours, engagement,
and performance.

AI&ED needs to ensure the protection of educational values such as demo-
cratic participation, equity, and human dignity. These critical issues and educa-
tional values are also linked to what Biesta (2020) refers to as the three main
purposes of education: qualification, socialisation, and subjectification. These
three educational purposes constitute the micro (instructors, learners, learning
processes), meso (curricula, institutions, leadership), and macro (policy, research,
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and society) levels, respectively (Schuelka and Engsig 2022). Current research
approaches have left the field fragmented, and there is a need for research that
ensures that the human aspects of education, learning, and instruction in the con-
text of AI&ED will be sustained. This research needs to build on expertise from
several disciplines, using multidisciplinary, interdisciplinary, and transdiscipli-
nary approaches (Jandri¢ et al. 2023a, b).

The Collective Approach to Writing

In recent years, collective writing has emerged as a genre of academic writing
(Jandri¢ et al. 2023c). Although collective writing may not follow academic norms,
many collectively written papers are organised in much the same way as conven-
tional papers, with distinct sections such as an introduction, methodology, results,
discussion, and conclusion. However, the results section may be structured quite
differently from conventional research articles. Collective writing of the results
section may be cooperative, with each participating author contributing their own
reflection or discussion around a theme or goal (e.g. Jandri¢ et al. 2023c; Zeivots
et al. 2025a). Alternatively, the results may be written collaboratively, with the par-
ticipating authors crafting a joint discussion around a theme or goal (e.g. Hrastinski
et al. 2019; Networked Learning Editorial Collective et al. 2021). Thus, a key differ-
ence between cooperative writing and collaborative writing is the division of labour
(Sundgren and Jaldemark 2020).

This study mainly applied the cooperative approach, meaning that most contribu-
tions were written separately by one (or two) authors. The remaining sections of the
article were mainly written by the first author, with the introductory sections co-
written with the second author. Each contribution includes a 500-word response to
the following three empirical questions:

1. From your perspective and research, what challenges do you see regarding
research on Artificial Intelligence in education, learning, and instruction?

2. From your perspective and research, what opportunities do you see for research
on Artificial Intelligence in education, learning, and instruction?

3. From your perspective and research, how can research on Artificial Intelligence
contribute to the transformation of education, learning, and instruction?

This study was inspired by the expert panel methodology (e.g. Tiberius et al.
2021). The authors’ panel consists of eleven scientific experts who work at the inter-
section of digital technologies, education, instruction, and learning, and who are
members of a European Association for Learning and Instruction Centre for Excel-
lence in Research.! Two additional scholars, selected due to their strong reputation

! See https://www.earli.org/. Accessed 24 September 2025.
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as top scholars in the field of AI&ED, were invited to comment upon the study’s
results.

The Expert Panel

Al, Learning Science Theory, Empirical Data, and Designing New Technologies
Informed by Research (Justin Edwards and Sanna Jarveld)

Research on AI&ED faces a technical bottleneck introduced by the resource cost of
conducting robust, situated, empirical studies of Al systems in classrooms. These
resource costs include both time resources as well as human resources. To under-
stand the deep and long-term impact of AI&ED, time must be spent implement-
ing and adapting tools in authentic settings. But as technological capabilities rap-
idly develop, this longitudinal research must focus on the pedagogical value of new
affordances brought by Al systems rather than on rapidly changing surface-level fea-
tures of new technologies. Likewise, the skillset needed by a research team in this
area must be multidisciplinary, with skills in human-AI interaction design and data
analysis supporting a core expertise around learning science and pedagogy. This
challenges research teams to collaborate and share expertise across disciplines and
across institutions to efficiently combine the necessary skills to research this area.

Regulation of learning, both in terms of individual level self-regulation of learn-
ing (SRL) and group-level socially shared regulation of learning (SSRL), represents
critical skills for learners to develop to thrive in the modern world (Jarveld et al.
2018). However, these processes, particularly SSRL, have traditionally been chal-
lenging to detect and support, as traces of SSRL processes occur across a variety
of modalities, from dialogue to physiological signals to gestures and facial expres-
sions (Molenaar and Jirveld 2014). Research on AI&ED offers a tremendous oppor-
tunity in supporting these processes, both in terms of multimodal data analysis of
SSRL processes in naturalistic learning contexts as well as in real-time detection of
these processes and supportive prompting in contexts in which Al technologies are
used as an intervention (Jirveld et al. 2023a, b). Harnessing Al in these manners for
empirical research in learning sciences further enables the renewal and advancement
of the deep theoretical basis of the discipline.

A transformation in education, learning, and instruction research is already
underway. Empirical research on AI&ED serves as a critical testbed for novel the-
oretical constructs in learning science research, like the trigger events concept in
SSRL research, in which challenging events within the learning process invite regu-
latory responses from learners (Jarveld and Hadwin 2024; Jarveld et al. 2023a, b).
Research centred on novel theoretical concepts like regulatory triggers has, in turn,
begun to crystallise approaches for understanding learning processes, motivated by
the multimodal detection affordances of Al (Ldmsi et al. 2024). Likewise, the trig-
ger concept has motivated iterative design research on emerging technologies such
as Al conversational agents, enhancing the effectiveness of Al research and design
within new learning contexts (Edwards et al. 2024).
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This cycle of Al enabling empirical data collection, empirical data renewing
theory, and theory informing the design of new Al technologies, represents a trans-
formative cycle by which the understanding of learning as well as the technological
support of learning develop symbiotically. This tight coupling of learning science
theory, empirical research around Al in learning, and design science around Al for
education, is crucial to ensure that research in this area is impactful and meaningful,
contributing to education, learning and instruction rather than simply chasing tech-
nological trends.

Al Research and the Horizontal Transition of Expertise Using a Multidisciplinary
Approach (Andreas Gegenfurtner)

Many professions—and our profession as professors is no exception—undergo
recurring transformations as they face rapid and constant change. This change is
often introduced by frequent technological innovations that challenge the way we as
experts work in our domain (Damsa et al. 2017; Gegenfurtner et al. 2019; Lehtinen
et al. 2020). From this perspective, it is interesting to ask how Al changes our work
practices; how we adapt our domain-specific practices of researching, teaching, col-
laborating, and communicating to Al-associated shifts; and how Al challenges what
constitutes ‘expert performance’ in our domain. If we understand expertise in our
profession to be hybrid, situated at the confluence of human agency, minds, bodies,
and digital technological artifacts (including, but not limited to AI), then a major
question is how we, experienced professors, manage this horizontal transition of
expertise as the representativeness of our domain is challenged (Gegenfurtner et al.
2024; Lehtinen et al. 2020; Siljo 2023). A related challenge is how to support our
less experienced learners in their vertical transition of expertise from apprentice to
master amidst dynamically changing constraints.

In research on education, learning, and instruction, Al can be both an object of
and an instrument for research. First, Al can be an object of research if we study
how people adapt to novel contexts. Research questions can address, for example,
how instructors use GenAl tools to prepare their teaching and how learners integrate
Al into their social lives. Research questions can also adopt the notion of horizontal
transition of expertise (Gegenfurtner et al. 2024) to study how workers adapt their
routines when Al cha(lle)nges the domain-specificity of their workplaces.

Second, Al can be an instrument for research if we use existing and yet-to-be-
developed Al tools for data collection and analysis. For data collection, we can
use GenAl for producing textual and pictorial stimuli, for example, when studying
teachers’ attitudes toward learners’ diversity in implicit association tests (Just 2024).
For data analysis, we can use Al in eye-tracking research to automate area-of-inter-
est creation and complex scanpath analysis (Keskin et al. 2024; Siimer et al. 2018);
we can also use Al-produced rapid feedback to inform teachers about the equity of
their professional vision in the classroom and how their gaze is distributed among
diverse social groups of learners (Mendez and van Es 2024; Szulewski et al. 2018).

To deeply understand the effects of Al on the transformation of education, learn-
ing and instruction, a multidisciplinary approach seems viable and promising, for
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example by connecting expertise found in the computer sciences and social sci-
ences. Multidisciplinarity is certainly not unique to studying Al: arguably, research
on education, learning, and instruction has always flourished when we have con-
sidered multiple perspectives and crossed disciplinary boundaries (Lehtinen 2012;
Sdljo 2009). An interest in understanding how humans and machines coevolve is not
new (Hutchins 1995; Suchman 2007), and we can suspect that Al will not be the last
iteration. Still, research on Al may produce new theoretical frameworks and develop
novel methods to study the hybrid nature of learning, and how these innovations
might be used in future research.

Going Beyond the Generative Al Boom: The Transformative Potential of Research
from a Lifelong Learning Perspective (Jimmy Jaldemark)

Researching Al in education, learning, and instruction brings challenges similar to
those encountered in implementations of earlier digital technologies. These chal-
lenges relate to understanding how humans perceive the studied technologies (Hras-
tinski et al. 2019). They also relate to ethical issues and regulations regarding data
collection (Cerratto Pargman et al. 2023; Lundin et al. 2023). Another challenge is
the acceptance of Al technologies without a supporting organisation and proper pro-
fessional development for instructors. There is also a challenge in how researchers
can build on earlier studies in the educational technology (EdTech) field.

Al technologies, compared to earlier implementations, such as the recent broad
implementation of videoconferencing, bring a more complex challenge to the table.
The wide range of technologies in the Al field differs in complexity and usability for
a learner or instructor and, therefore, in their potential impact on education, learn-
ing, and instruction. Al-based recognition algorithms in search engines and GenAl
seem to be easier to apply in education, learning, and instruction than applying deep
learning or learning analytics. It is also a big challenge to go beyond the GenAl
boom.

History of EdTech shows that new technologies will be involved in try-outs in
various educational settings with the intention of supporting education, learning,
and instruction (Anderson and Garrison 1998; Jaldemark 2010). Such try-outs bring
opportunities to study the implementation of Al from learners’ and instructors’
perspectives and embrace the design of educational settings and leadership issues.
Studies need to focus on formal and informal settings and include a lifelong perspec-
tive to understand the impact of Al in various contexts and levels of educational sys-
tems (Jaldemark 2023; Jaldemark et al. 2021; Poquet and De Laat 2021). Address-
ing organisational issues of leadership, support, and professional development for
leaders and workers may unlock the true values of Al implementation.

A much-debated potential of Al is to support personal learning pathways. These
might benefit many learners and arrange and adapt learning processes to individual
needs (Holmes and Littlejohn 2024; Jarveld et al. 2023a, b). Nevertheless, personal
learning pathways might be a double-edged sword if they over-emphasise individ-
ual learning. Studies that build on Al-powered tools to support both personalisation
and collaboration have the potential to enhance lifelong learning (Sonderegger and

@ Springer



Postdigital Science and Education

Seufert 2022). Research on and supported by Al can, combined with other digital
technologies, address earlier constraints of time and space. Examples include adap-
tive systems, automation of assessment, collaborative tools, learning analytics, per-
sonalised tutoring, and recognition.

Many Studies on Al and Education Appear to be Relatively Small and Fragmented
(Maarten de Laat)

Al, similar to other digital technologies, will continue to disrupt education, and
some of the more profound challenges to research will be the speed by which these
changes will keep on coming. Understanding the capabilities of Al and its impact
on education, learning, and instruction will put pressure on our ability to conduct
high-quality research in a much shorter timeframe. Setting known challenges with
research funding procedures and timeframes aside, there is an urgent need to accel-
erate research to keep pace with the introduction of AI&ED. The introduction of
GenAl in classrooms, for example, has been largely done without well-informed
research evidence; the scale of uptake is probably unprecedented, and instructors,
school leaders, and policy makers are in need of guidance and transparent frame-
works in order to be able to make ethical decisions about Al.

While implications of Al are largely unknown, evaluating Al capability in itself
has also become challenging. Current shortcomings of Al, like the known hallucina-
tions (or forthcoming new types) of GenAl chatbots (Alkaissi and McFarlane 2023),
are likely to be reduced when the next version or update becomes available. This
might mean that research should focus more on understanding the practices, con-
texts, and cultures in which the introduction of Al will take place. What are people’s
needs and expectations of AI? How will Al change the way in which human and
non-human intelligence work together to solve real-world problems, create ideas,
and build new knowledge? These questions have a profound impact on learning
design and learner participation and will infuse the debate about education in post-
digital societies. How does education prepare our citizens to participate successfully
in an Al-based economy/society? This raises questions about equity and inclusivity
and how Al introduces new challenges on this front, as well as its potential ability to
help reduce them.

Many studies on AI&ED appear to be relatively small and fragmented. Review
studies are on the rise, but it would be beneficial if there were more opportunities
for coordinated larger, longitudinal studies to establish a coherent evidence base to
understand and describe the processes involved when introducing Al in classroom
practice. When based on Open Science principles, these studies can be made avail-
able for other researchers to work on as well, which helps to reduce fragmentation
and enables them to share and interrogate findings. This approach will create scale
at an accelerated pace, which is what is needed to keep up with the rapid change in
the field of AI&ED.

In Australia, for example, when working with departments for education and
other education systems, it becomes apparent that there is a clear need to understand
what instructors and school leaders know about Al, what their needs and capabilities
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are to work with Al, and how this translates to effective and equitable AI&ED pro-
cesses. A federal parliamentary inquiry into the use of GenAl in the Australian edu-
cation system (Standing Committee of Employment et al. 2024) recommends for
research to be organised in cooperation with public and private partners, such as
education systems, EdTech industries, and universities as the challenges are com-
plex and of a national priority. A coordinated effort increases the opportunities for
applied research at scale with a focus on the needs of and supports for learners,
instructors, and school leaders. Such applied research must address the introduction
of Al capability that is secure from a technical and data point of view, trusted by its
users, and fit-for-purpose. It must be able to make valid claims about AI’s impact on
pedagogy and practice.

Human-Centred Al Research, Cultural Values, Future Literacy Skills,
and the Overlook of Aesthetic Norms (Ylva Lindberg)

In an AI era, cultural, linguistic, and aesthetic norms and funds of knowledge are
being transformed by what data is considered and how, when, and for what it is
used, thus further challenging traditional literacy skills (Merchant 2021). How to
approach the changing status and standards of creativity, aesthetics, and authorship
in education, instruction, and learning due to Al is a central question and challenge
for research in future literacy skills.

As the rapid development of GenAl technologies taps into the core of language
learning and instruction, several opportunities are presented for exploring designs
for collaborative writing and conceptualisations of algorithmic authorships (Hen-
rickson 2021). Research on practices and skills engaged and required in knowl-
edge production and understanding wherein Al is positioned, for example, as an
actor, assistant, collaborator, evaluator or trigger, call for attention. In parallel with
advancements in Al and cognition, AI&ED offers opportunities to enhance the
focus on aesthetic dimensions through critical and creative means, i.e. how learn-
ing is entangled with multi-sensory experiences of abstract and material conditions
(Dewey 1994).

Rapid Al developments shift the temporal focus away from pasts and presents,
pushing research on education, learning, and instruction to explore anticipatory and
futures-oriented methods and perspectives (Ross 2023). Al possesses tremendous
power for prediction, generating alternative solutions, and ways of thinking while
producing ready-made interpretations of facts, and predetermined answers (Val-
lor 2024). This problematic augmentation and mirroring of human intelligence
is an opportunity for arts and humanities education to critically engage with Al
development.

A research agenda focused on Al collaborations and co-authorships would
support continuous learning and foster critical and creative practices in a society
increasingly shaped by Al tools and solutions. These goals could help align edu-
cational practices with future skills and knowledge requirements (Lindberg and
Haglind 2024). While adjusting instruction is important, the broader transformation
of literacy must also be addressed. As different Al technologies become available to
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a wider audience and are increasingly embedded in everyday life, opportunities to
explore and assess these tools are accumulating.

For example, it is still an open question how Al technologies, such as GenAl,
chatbots, smart cameras, automated decision-making for grading, natural language
processing for translation, explainable Al, can enhance language education, and
learning in the arts and humanities. Engaging with Al transformations in these sub-
jects requires a critical view of how the availability and use of media and technology
shape literacy practices and cultural expressions (Bolter and Grusin 1999). There-
fore, it is paramount to include both learners and instructors in Al development to
adequately address what it means to read and write in the educational settings of the
future.

Renewed practices and standards for reading, writing, and knowledge creation
imply that ethical and aesthetic norms explored in the humanities and the arts should
be central to these Al research ambitions (Cerratto Pargman et al. 2023). This focus
would ensure that Al developments support human-centred instruction and uphold
cultural and linguistic values (Lindberg 2025).

Guidelines Are Not Enough in Designing and Employing Al to Education’s Grand
Challenges (Johan Lundin)

An overreliance on generic policies, guidelines, and metrics for the fair and safe
use of Al—for example, the EU Al act (European Union 2024)—risks stifling
innovation and limiting the effectiveness of applying Al technologies in education.
While such frameworks are designed to uphold important values, they may only
partially succeed. Poorly designed Al systems can violate these values, but even
well-designed systems can lead to unintended and undesirable outcomes (Utterberg
Modén et al. 2025). Ensuring that key educational and human values are consist-
ently upheld requires active engagement from stakeholders.

Fairness and safety must be understood as dynamic concepts, situated within edu-
cational practices, and continuously shaped, interpreted, and maintained by prac-
titioners (Lundin et al. 2023). A significant challenge is transitioning from merely
automating tasks to empowering users with control and involvement not only in
the design but also in the practical application of Al systems. Thus, an important
research task is both investigating relevant dimensions within which users could
control Al systems in practice, as well as exploring design solutions for these. Such
an approach would also act as a remedy to much research on AI&ED, that often falls
short in addressing the multidimensional and transformative aspects of the rapid
developments in the field. It frequently lacks visionary narratives that explore what
education could and should become in the face of these transformations. True trans-
formational change will inevitably involve trade-offs, not just incremental improve-
ments to existing practices (Fischer et al. 2020).

A more ambitious research approach should not disengage with attempts to inte-
grate Al in more straightforward educational tasks. There are ample opportunities to
explore possibilities to alleviate instructors and learners from administrative tasks
and other less engaging aspects of their current practices. Such attempts could be
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part of addressing pressing global educational challenges, such as the significant
shortage of teachers worldwide. Multidisciplinary research, incorporating critical
and design-oriented perspectives, holds the potential to imagine, test, and respon-
sibly redesign new educational futures. The redistribution of tasks between humans
and machines requires the development of new models and methods, as well as a
broader discussion on responsible change. Practitioners must be actively involved in
these processes to gain insights into potential futures and to ensure they have agency
in guiding these changes (Lundin et al. 2023).

An intriguing avenue for future research lies in the development of methods and
tools that address often-overlooked aspects of educational technology use. Al could
be leveraged to enhance creativity, boost learner confidence, foster diverse interests
among learners, and increase the overall sense of meaningfulness in education. By
focusing on these areas, Al research could contribute significantly to the transfor-
mation of education, learning, and instruction, going beyond traditional metrics to
enrich the educational experience in profound ways.

Unlocking the Transformative Potential of Generative Al: From Al Literacy
to Hybrid Human-Al Co-pilots (Sabine Seufert)

From a learner perspective, there is a risk of overreliance on Al, which could under-
mine the development of learners’ critical thinking and problem-solving skills.
Ensuring that learners have the necessary competencies to use Al tools effectively
(Ng et al. 2021), such as the ability to formulate theoretically sound questions and
to critically evaluate Al-generated content, is crucial. Moreover, adapting university
curricula to include these competencies remains a significant challenge, requiring
ongoing adjustments to educational programmes (Albadarin et al. 2024; Koh and
Doroudi 2023). From the perspective of instructors, a major hurdle is the rapid pace
of technological change, which requires instructors to continuously update their
skills, but often leaves them with insufficient time for training. This requires a shift
in the understanding of the role of instructors from mere users to active designers
and co-creators of technology-enhanced educational settings (Ausat et al. 2023),
which requires a deep integration of technological, pedagogical, and content knowl-
edge (Seufert et al. 2021).

In higher education, a key opportunity lies in exploring how Al can be used as
a tool to enhance genre-based academic writing and research. This involves inves-
tigating how Al tools like Large Language Models (LLMs) can serve as personal
tutors or research assistants, particularly in helping learners develop specific writing
competencies within different academic disciplines. Research can explore the effec-
tiveness of Al in improving the feedback process and to support learning and devel-
opment effectively (Spirgi et al. 2024). Another opportunity is to explore the inte-
gration of GenAl tools into teacher training and curriculum design. Research can
explore how Al can be used as a conversational agent—teacher co-pilot—to support
teachers’ ongoing professional development and classroom practice. To integrate Al
in the classroom, research can explore different roles of Al (e.g. Al as assessor, dis-
cussant, teammate) and how to design and evaluate Al agents in the classroom. A
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research topic to explore focuses then on ‘Human-Al co-orchestration’: how the task
of managing a learning scenario can be shared across multiple agents in educational
contexts, including both human and AI agents (Holstein and Olsen 2023).

In the area of assessment, Al could bring about the most profound change, from
providing personalised feedback for learning purposes to carrying out summa-
tive assessment in a natural language and evidence-based manner (‘assessment as
learning’). However, due to the limitations of LLMs, it is necessary to adapt the
systems to ensure the quality of the application. Hybrid architectures that extend
LLMs and retrieval-augmented models (such as knowledge graphs to provide the
logic of knowledge domains) show potential to advance conventional language mod-
els, increase their contextual understanding, incorporate private data, and reduce
instances of hallucination (Xia et al. 2023). Educational researchers should be active
partners in this interdisciplinary research.

Al can automate repetitive tasks such as grading and feedback, allowing instruc-
tors to focus on more complex and creative educational activities. In addition, Al
can enhance instructors’ ability to deliver personalised pathways to learning and
engaging classroom experiences (Holstein and Olsen 2023; Seufert et al. 2021). Al
can analyse vast amounts of educational data to provide insights that help instruc-
tors improve teaching strategies and educational settings. Research in this area can
investigate how such Al technologies affect instructors workload and teaching qual-
ity, and how data analysis and predictive models can be used to improve decision-
making in education policy and classroom management.

Hybrid Groups of Agents Forms AI&ED to be a Unique Research Field (Marcus
Specht)

One of the main challenges for integrating Al, and especially GenAl, into education,
learning, and instruction is finding a safe space for experimentation for instructors
and learners. This challenge includes how we can enable educational organisations
to experiment on what works and how. Instructors have a lot of uncertainty and hesi-
tation about using or banning GenAl from their courses as it is unclear what the
consequences may be for grading and lecturing. This leads to more banning than
embracing the technology to understand the actual issues and needs.

Learners use Al continuously, which leads to serious problems and challenges
for instructors and the system. For example, assessment cannot be constructed and
implemented as in the past (Swiecki et al. 2022). Essay questions are very difficult to
assess, and plagiarism detection does not work as before. The dependency of learn-
ers on Al technologies grows within a grading/summative assessment mindset, so
they just use Al technologies to get a good grade instead of moving the bar and
becoming more productive or curious. Another challenge is equal access to Al tech-
nologies and the ability to use them; Al technologies may split society into those
who just consume and those who reflect and critically use them.

I think there is an urgent need for consideration of what factors must be addressed
to enable instructors to embrace GenAl. The way learners interplay with GenAl
components in course designs is essential for the outcomes. Similar to research on
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topics such as peer review, we need to research the effects and learning outcomes of
different integrations of GenAl instructional design among learners and instructors.
We also need to research what kinds of learner interplay and help-seeking are actu-
ally contributing to learner motivation and knowledge gain as opposed to depend-
ency. We need research on how to develop critical thinking and Al literacy to under-
stand what GenAl skills people need to work with. This includes evaluating and
critically using these Al technologies as well as developing their own perspective
(Walter 2024).

The biggest opportunity is in an interdisciplinary research culture in the sense of
transferring learning science principles into research on Al and machine learning
models. A core question is if new forms of Al will lead to more equity and support
human diversity or if old models of personalised education (optimising local perfor-
mance) and the digital divide (Dieterle et al. 2024) will lead to more subgroups in
society.

Al and the World of Work (Lars Svensson)

Al services such as ChatGPT are rapidly stirring up conditions that frame what is
valid knowledge and competencies for the future. On a conceptual level, it should be
noted that scholars and practitioners are vague when it comes to defining Al. Aan-
estad (2024) contributes to this discussion by framing AI as a Horizon Concept, i.e.
it makes sense to talk about Al as something that might affect our near or far future,
but when it comes to actual implementations and professional use of said services,
we no longer label them as Al, but rather label them in direct relation to what ser-
vices the Al actually provides.

In the world of work, some sectors are more affected than others (Griining et al.
2023; Lebovitz et al. 2022; Raftopoulos and Hamari 2023). For instance, in the IT-
sector many software developers are relying on GenAl to solve wicked code prob-
lems. In a small-scale case study of full-stack developers (Gutmanowitz and West-
lund 2024), it was found that the amount of prior professional experience affects
the ability to use GenAl in a productive way, and that experience also helps in the
art of phrasing ‘prompts’ for Al tools. However, the art of skilful prompting and
re-prompting (Anichini et al. 2024) requires a nose for detecting hallucinating
responses and avoiding the bias of re-prompting Al, and by this deliver pre-con-
ceived solutions that reduce the potential of Al services’ provision of radical and
expansive learning opportunities that enable lifelong learning (Engestréom and San-
nino 2010).

In (higher) education, the conditions for preparing students for work-life are at a
conundrum (Neumann et al. 2023). Should students learn to master GenAl services
through skills of prompting and the ability to detect when Al is hallucinating, or
should traditional methods of instruction, supervision, and assessment be protected
through regulation and strict control (Chiu 2024)? At present, many experiments
with instructional design, syllabus, and curriculum are conducted—some promising,
others less so. Al is creating new distances between intended, enacted, and experi-
enced curricula (Billett 2015).
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Research on the impact of Al can contribute to the transformation of educa-
tion, learning, and instruction in several ways. Firstly, it will help us identify the
meta-skills needed for competent acting in a future world of work and secondly, it
can provide a critical lens for analysing how higher education can be designed to
address the delicate interplay between professional demands, technological devel-
opment, and the values of becoming an academic scholar.

Al and the Hybridity of the Human Mind and Know-How (Roger Siljo)

Since the days of the ancient Greeks, and reinforced by Cartesian dualism, human
knowledge has been seen primarily as a property of the mind of the individual,
i.e. knowledge has been seen as localised in the brain/mind. This conception
underpins much of contemporary research on learning and human know-how, for
instance in the neurosciences where knowing is often reduced to brain functions.
In an alternative perspective, human know-how lies at the intersection between
the mind, evolving socio-material resources, and our capacity to collaborate
(Laland 2017).

As humans, we have an incredible, and almost unique, talent for externalising
our experiences and insights, and for transforming them into artifacts that help us
remember (texts, search engines), organise information (tables, diagrams), move
around in space (maps, navigators), and think and solve problems in all walks
of life. In almost every human activity, there is a cultural invention involved at
some stage. Thus, our minds are better conceived as hybrids (Donald 2010) or as
extended minds (Clark and Chalmers 1998); knowing is a matter of being able to
use the cultural tools—intellectual as well as physical—of our society that have
evolved over time and that are part of a rapidly expanding cultural memory. Since
the emergence of Homo Sapiens (and in fact even earlier), we are apprenticed to
evolutionary processes that are cultural in nature (Sterelny 2012).

In this perspective, what we now call Al, brought into the public eye through
ChatGPT in 2022, is another example of our capacity for externalising, and repur-
posing information. It is obvious that Al of this kind has implications for education,
learning, and instruction as we have practised these activities so far. Chat robots of
this kind can scan vast amounts of data to produce answers and essays that, at least
in standardised situations, make sense (Choi et al. 2022; Herbold et al. 2023).

Several interesting questions emerge from this development if we acknowledge
the hybrid nature of human knowing. One interesting feature of tools of this kind is
how we can develop tests of knowledge and skills that are relevant in an era where
people increasingly rely on resources of this kind. We are no longer able to show
what we know, if we do not have access to such infrastructures of know-how (and
this has been the case for some time through the role played by the Internet as a
cultural memory and as a shared resource for finding solutions to problems). A sec-
ond issue along the same lines is recognising learning as innovation and problem-
solving, and not just as a matter of repetition. Central to both the challenges and the
opportunities of Al is the very interesting issue of the design of feedback to learners.
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Table 1 Key challenges for researching Al and Education

Themes Identified challenges
1. Learning and instructional practices and cur- Overreliance on Al may hinder critical thinking
riculum Rapid technological change requires continuous

professional development
Need to adapt curricula for Al integration

2. Access and ethical issues Unequal access to Al tools and infrastructure
Need for fair and regulated data collection and
usage
Ensuring responsible Al deployment
3. Assessment and evaluation of learning Traditional assessments may no longer be adequate
Need for new assessment methods aligned with Al
capabilities
4. Al capabilities, research, and resource con- Shortage of robust empirical studies
straints High cost of research implementation
Risk of conceptual fragmentation and lack of clarity

5. Readiness of instructors, leaders, and learners Hesitancy and uncertainty about AI among educa-
tional leaders and instructors
Lack of safe environments for experimentation
Need for professional development and leadership
training

Analysis

The analysis of the ten contributions was performed by the first author and was
inspired by the six steps in thematic analysis (Braun and Clarke 2006). In the first
step, familiarisation with the data, the ten contributions were read through in order
to learn the content of the contributions. The second step included highlighting
phrases in the contributions and allocating them a code. The third step aggregated
the codes to overarching themes. In the fourth step, themes were reviewed and com-
pared to the ten contributions to make sure that themes represent the data. The fifth
step defined and named the themes. This was followed by the writing up. In this
final step, the results were ordered according to the article’s research questions.

The contributions identified 14 challenges aggregated into five themes (see
Table 1) that should be addressed in a research agenda for AI&ED.

The contributions identified 16 opportunities aggregated into five themes (see
Table 2) that a research agenda for AI&ED should address.

A research agenda for AI&ED may focus on 18 transformational ideas around
four themes (see Table 3).

The synthesis of the three analytical layers—challenges, opportunities, and trans-
formational ideas—reveals both the complexity and the transformative potential
of AI&ED. Across Tables 1, 2, and 3, there is a clear tension between uncertainty
and innovation: while Table 1 highlights systemic challenges such as inequitable
access, limited readiness, and conceptual fragmentation, Table 2 and Table 3 dem-
onstrate how these same issues become springboards for reimagining education,
learning, and instruction. For instance, the challenge of rapid technological change
directly aligns with opportunities in innovation in design and research and with
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Table 2 Key opportunities for researching Al and Education

Themes Identified opportunities

1. Enhanced pedagogies and educational design ~ Apply Al to improve academic writing and inter- and
multidisciplinary research
Use GenAl as conversational agents to support
instruction and learning
Link AI with leadership and curriculum design

2. Innovation in design and research Conduct ambitious design-driven research
Transform educational culture through Al
Explore Al in collaborative writing and algorithmic
authorship
Embrace future-oriented methodologies

3. Support for learning processes Support regulation of learning through multi-modal
analytics
Enable real-time learning detection
Improve feedback processes with Al

4. Development of critical skills Foster Al literacy and critical thinking
Prepare learners for Al-integrated work-life contexts
Support both learners and instructors in critical skill
development
5. Hybrid knowledge and innovation Recognise hybrid human-AI knowledge structures
Use Al for externalising and repurposing knowledge
Treat learning as innovation and problem-solving

transformational ideas under Al technologies and the design of education, learn-
ing, and instruction. This indicates a dialectical relationship in which challenges and
opportunities are co-constitutive rather than oppositional—a pattern that resonates
with earlier findings in the literature suggesting that educational transformations
driven by Al emerge precisely from navigating tensions between control and open-
ness (e.g. Holmes et al. 2022).

The thematic interplay also underscores a shift in the epistemic orientation of
educational research. As identified in the literature review (e.g. Bhullar et al. 2024;
Lodge et al. 2023), AI&ED research must move beyond technological determin-
ism toward a human-centred and pedagogically grounded understanding. The data
from the ten contributions extend this argument by articulating how empirical and
conceptual work can be integrated across design, ethics, and professional devel-
opment. For example, the theme ‘interplay between humans and Al technologies’
captures a movement toward hybrid epistemologies that blend human and machine
intelligence—echoing theoretical calls for human-Al partnerships in education (e.g.
Hwang et al. 2020; Peters and Tukdeo 2025). Similarly, the theme ‘organisation and
conduct of AI&ED research’ links directly to critiques in the literature about the
field’s fragmentation and the need for large-scale, interdisciplinary collaboration to
establish robust evidence bases (e.g. Jandri¢ et al. 2023a, b).

Taken together, the results contribute to an emerging research agenda that
positions Al not as an external disruptor but as a catalyst for rethinking edu-
cational purpose and design. By connecting the practical challenges of readi-
ness, access, and assessment with opportunities for innovation, critical skill
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Table 3 Key transformational ideas for researching Al in Education

Theme

Transformational ideas

1. AI technologies and the design of education,
learning and instruction

2. Interplay between humans and Al technologies

3. A lifelong learning perspective on AI&ED

4. Organisation and conduct of AI&ED research

Promote inclusive, equitable, and accessible Al-
enhanced learning

Develop creative and meaningful instructional
designs

Address diverse learner needs and close educational
gaps

Redefine success beyond academic performance,
fostering motivation and learner engagement

Advanced hybrid models of human and AI knowl-
edge interplay

Shift from rote learning to critical thinking and
creativity

Embrace human-centred, culturally sensitive Al
systems

Emphasise the aesthetic, social, and cultural align-
ment of Al with education

Promote Al literacy to empower instructors and
learners for effective Al use and co-creation

Align education with Al-impregnated work-life
realities

Develop future-ready curricula for employability

Enable personalised learning pathways while main-
taining collaboration and organisational alignment

Promote lifelong relevance of education by tailoring
it across stages and professional contexts

Foster empirical-theoretical integration for Al
research

Apply inter- and multidisciplinary approaches bridg-
ing technology and education

Coordinate large-scale and longitudinal studies

Develop data-driven, adaptive, and human-centred
Al applications

Generate evidence-based resources to inform policy
and leadership for scalable Al implementation in
education

development, and hybrid knowledge creation, the findings suggest a future-
oriented vision of AI&ED that aligns with a lifelong learning paradigm. This
perspective aligns with the broader literature’s call for sustainable, equitable,
and participatory Al development in education, learning, and instruction (e.g.
Holmes et al. 2022; Utterberg Modén et al. 2025; Zeivots et al. 2025a). The
three layers of analysis—challenges, opportunities, and transformational ideas—
illustrate how Al can simultaneously unsettle and strengthen the foundations of
educational research and practice, providing both the conceptual scaffolding and
the empirical grounding for a renewed agenda in the field.
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External Commentaries

The Vulnerable Interplay Between Humans and Al Technologies: A Research
Perspective on Al and Education (Allison Littlejohn)

The contributions to this article underscore the complexity of integrating Al
within education, learning, and instruction. Al is transforming ways of knowing
across different areas of society, stimulating opportunities, while at the same time
bringing about challenges. Each contribution highlights a set of diverse themes
that need to be brought together to create the kind of infrastructure needed to
overcome these challenges. The integration of Al in different areas of society
engenders a range of vulnerabilities experienced by humans (Duran del Fierro
et al. 2024). Some of these vulnerabilities are evident in the commentaries and
analysis.

For example, the commentary by Gegenfurtner explains the reflexivity
between the use of Al in academic work and the impact on ‘expert performance’.
The technology changes the ways humans—in this case academics—work. These
changes are mediated by the culture, values, identities, and knowledge of each
professional (Eteldpelto et al. 2013), triggering emotional as well as cognitive
and behavioural reactions, engendering agentic responses. These responses will
reflect the vulnerabilities professionals feel as well as the opportunities perceived.
Yet there is a tendency to privilege Al by focusing on the opportunities afforded
by these technologies and the ways these shape society, overlooking affective
responses from professionals. To understand and minimise human vulnerabilities,
we need to consider changes starting from a human perspective.

Siljo emphasises the hybrid nature of knowing and the importance of social inter-
play as a fundamental way humans build knowledge. Systems built around LLMs
have been purposefully designed to behave in a humanoid way: robots, chatbots, or
ChatGPT interfaces are designed to give learners the appearance that they interplay
with another human (Gourlay 2024). These systems are designed to mirror human
conversations by asking and answering questions. Answers are presented in such a
way that users may feel that reasoning processes, similar to human reasoning, are
taking place. In reality, rather than engaging in social and hybrid forms of knowing,
humans may simply be sourcing information through a sophisticated interface. This
makes humans vulnerable to believing that they are actively building knowledge
through their interplay with the system, when, in fact, they may simply be accessing
information that has been reproduced from the cloud.

To reduce this vulnerability, humans should be able to navigate new forms of
human—computer interplay in ways that allow them to differentiate between inter-
play with an Al system and interplay with other humans. Seufert suggests that if
human learners are Al literate they will understand these boundaries and limita-
tions of using Al to support human knowledge development. New literacies are
needed not only to understand how to interface and use Al systems but also to
appreciate the consequences and outcomes. Without these literacies humans will
remain vulnerable in terms of not being able to actively develop knowledge.
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Learners’ overreliance on Al was identified as a challenge that impacts their abil-
ity to develop forms of critical thinking. Fostering an understanding that interplay
with Al cannot replace interplay with other humans is a critical part of reducing
this vulnerability. As Lundin points out, guidelines are not a sufficient way to make
sure learners can use Al in ways that help them think critically and build knowl-
edge. Edwards and Jérveld comment on how learners can be supported to regulate
their learning through individual (self-regulation) and social interplay (social-regu-
lation). As they do so, they receive responses from digital technology systems and
from other humans (e.g. instructors or learners). Edwards and Jérveld emphasise the
importance of capturing and analysing all kinds of social interplay in ways that not
only support learners to build knowledge, but also enable them to (at a meta-level)
question new forms of human—computer interplay and use this meta-level knowl-
edge to navigate interplay within human-Al systems. By continually nurturing these
forms of social and self-regulation, learners can overcome potential vulnerabilities
that would reduce their capacity to build knowledge.

Human vulnerabilities are difficult to identify for a number of reasons related
to the diversity of humans, the context in which they operate, and the technologies
themselves. Lundin highlights that Al is a collection of diverse and varied digital
tools, rather than a single technology. Jaldemark notes the varied contexts, ranging
from formal education to non-formal learning, and de Laat emphasises that all these
variations make it difficult to evidence the effectiveness of AI&ED. Perhaps a way
forward is to start by focusing on the impact on human learners and use this evi-
dence to then consider how to adapt Al, rather than designing Al for humans to
adapt to.

The human vulnerabilities highlighted in this article cannot be reduced through
‘effective Al-driven education, learning and instruction’. The examples point toward
forms of ‘effective human-driven education, learning and instruction, supported by
AT’. Inter- and multidisciplinary, scientific collaboration that brings together educa-
tion, learning and instruction, computer science, and informatics is an essential part
of addressing some of the world’s most pressing social issues. It is critical to address
the challenges of AI&ED by identifying human vulnerabilities and finding ways to
reduce these issues.

A Critical Studies Perspective on Researching Al and Education (Wayne Holmes)

Following the public unveiling of ChatGPT, and the myriad other GenAl chatbots
and applications that have since followed, rarely a day goes by without some unsub-
stantiated and hyperbolic claim about AI’s capabilities or putative benefits appearing
in the media. This is especially true for Al and education. Words such as transforma-
tional, augmented, personalisation, and time-saving, pepper today’s educational nar-
ratives—often being promoted by BigTech, by some governments and international
agencies, and all too often by some academics.

For example, OpenAl (the developers of ChatGPT) write: ‘ChatGPT can help
with various tasks across campus, such as providing personalized tutoring for
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students and assisting faculty with grading and feedback’.? Similarly, the OECD
writes: ‘As Al rapidly advances, it’s becoming evident that it is starting to outpace
humans in critical areas such as reading, mathematics and scientific reasoning’.3
And Google writes: ‘Educators, students, and staff can use Gemini to kickstart les-
son planning, brainstorm and research new ideas, and learn with confidence’.*

However, as noted by many contributors to this article, the evidence for most such
claims is weak. The claims are anecdotal (i.e. very small scale), speculative (e.g. ‘Al
technologies could...”), or based on questionable assumptions (e.g. that education is
all about individual learning and that ‘personalised learning’ is worth having; for a
discussion see Siljo). In fact, despite their framing, such claims usually have more
to do with marketing and commerce than with robust academic research—which is
why this article, and the research it heralds, is extremely welcome.

However, building on the contributions in this article, I would contend that, for
the proposed research agenda to be both successful and useful, many of its assump-
tions need to be re-examined. For example, it is important to recognise that Al is not
simply ‘another’ digital technology. Instead, Al systems are the first and only tech-
nologies to successfully mimic human behaviours, communications, and decision-
making processes. Al systems are being sold to us as, appear as, and are perceived
as being human-like, often leading to the misperception that they operate with
human-like intentions or understanding.

Al is also not simply a set of technologies, but rather a socio-technical assem-
blage (Holton and Boyd 2021). In other words, what we call Al is a complex system
that integrates both technical and social components—with the social components
including the people who design, use, and are affected by Al, as well as the organi-
sational, political, and economic structures, and the societal and ethical norms that
shape its development, deployment and impact (Eynon and Young 2021).

Next, the application of Al in education (AIED) has been researched for at least
50 years (Holmes et al. 2019). Long before the arrival of GenAl, there were already
more than fifty multimillion-dollar-funded AIED companies selling their software
into education systems around the world. For this alone, as Jaldemark explains, it
is important not to conflate GenAl with Al, or the impact of GenAl on education
with the impact of Al on education (especially given that AIED applications are
mainly knowledge-based rather than data-based) (Holmes and Tuomi 2022). GenAl-
enabled AIED does have important consequences for education, but we should not
forget the more than 20 other types of AIED (Holmes 2023).

In addition, the language that we use is important. As I have written before, by
uncritically anthropomorphising AI with words such as ‘intelligence’, ‘learning’,
and ‘hallucinations’ (e.g. Svensson), ‘we can all too easily [allocate to Al technolo-
gies] capabilities that they do not actually have’ (Holmes 2024: 9). Instead of ‘intel-
ligence’, we would be better off talking about its predictive capabilities (even ‘gener-
ative’ Al works by predicting); instead of learning, ‘adaptation’ (no machines learn

2 See https://openai.com/chatgpt/education. Accessed 24 September 2025.

3 See https://www.oecd.org/en/publications/pisa-2022-results-volume-i_53f23881-en.html. Accessed 24
September 2025.

4 See https://edu.google.com/intl/ALL_uk/ai/gemini-for-education. Accessed 24 September 2025.
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as humans do); and instead of ‘hallucinations’ (which require a consciousness),
my favoured term is ‘bullshit’ (while many claim that Al systems are continuing
to improve, so that they will produce far less bullshit in future, others contend that
they are beginning to hit a ceiling) (Marcus 2022). It is true that, initially, anthropo-
morphisms can be helpful, because they build on familiar concepts and make things
more understandable. However, they can quickly lead to the dangerous assumption
that the interplay between technology and humans is symmetric. For related reasons,
I also argue that Artificial Intelligence should always be capitalised, ‘to highlight
that it is a specific field of inquiry and development, and not simply a type of intel-
ligence that is artificial’ (Holmes and Tuomi 2022: 2).

We also must recognise that, despite the innumerable claims (such as Al will
‘personalise learning’ and ‘save teachers work’) first made, but never evidenced, by
B. F. Skinner (see Watters 2023), we actually have no robust independent evidence
at scale for the effectiveness, or safety, or positive impact of Al systems in educa-
tion (see Edwards and Jarveld). Consequently, it is not clear why ‘there is an urgent
need for technology acceptance’ (Specht). Instead, I would contend that we should
be clear about when Al should not be used, as much as when it might be, and we
should reject the standard but unevidenced claim that Al is inevitable and worth
having—partly because, as de Laat points out, AI&ED research is typically small
and fragmented.

We do not even have an agreement about what constitutes ‘good’ evidence. There
is, on the other hand, growing evidence of some harms: ‘when access [to GenAl] is
subsequently taken away, students actually perform worse than those who never had
access’ (Bastani et al. 2024). This is why it is worrying that Al systems are being
deployed in educational settings worldwide without the effectiveness and safety evi-
dence that is basic in medicine, and with very little research into the unintended
consequences, and why we need, as Gegenfurtner points out, multidisciplinary
approaches.

It is also important to be clear about what we mean by education. In fact, despite
its name, AI&ED has always focused not on education but on attempting to auto-
mate Bloom’s ‘2 Sigma Effect’ (the now disputed claim that individual tuition can
achieve 2 standard deviations higher learning outcomes than group tuition) (von
Hippel 2024). However, education is about far more than learning (getting stuff into
young people’s heads, or self-regulated learning or lifelong learning), or far more
than what the education philosopher Biesta (2011) calls the ‘qualification function’.
The other two key functions of education are socialisation, which ‘has to do with
the many ways in which, through education, we become part of particular social,
cultural and political “orders™ (Biesta 2011: 20), and subjectification, the process
‘that allow[s] those educated to become more autonomous and independent in their
thinking and acting’ (Biesta 2011: 21). These two latter functions have received lit-
tle if any attention from AI&ED researchers.

In fact, AI&ED is only part of the story (Holmes et al. 2022). In my view, and
at least partly shared by Seufert, we also need to take responsibility for developing
young people’s critical Al literacy (education about Al). To that end, we need to
help instructors develop critical Al literacy too (the umbrella term AI&ED refer-
ences both AIED and Al literacy) (Holmes et al. 2022). For more than a decade,
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there has been a wide range of online courses that set out to teach Al, many devel-
oped by BigTech, others developed independently (e.g. ‘Elements of AI'). How-
ever, such courses usually address Al solely as a technology, rather than the
socio-technical assemblage. Accordingly, they focus almost exclusively on the ‘tech-
nological dimension’ of Al (its algorithms, data and statistics) (Council of Europe
2025).

More recently, since the public debut of GenAl, a huge number of websites and
courses have appeared dedicated to instruction and learning how to use GenAl (the
‘practical dimension’ of Al), focused mainly on the writing of prompts. However,
there remain few courses that properly address the ‘human dimension’ of Al (when,
in my view, being Al literate means being literate mainly, but not exclusively, in the
human dimension of AI). Topics include the impact of Al on human well-being,
gender, dignity, inclusion, trust, education, culture (see Lindberg), and the digital
divide; the implications of Al for human agency, autonomy, privacy, equity, diver-
sity, and discrimination; ‘fake’ news, the history of Al (including the role of the mil-
itary), the ghost workers of Al, surveillance, election interference, and the impact on
jobs; the implications for sustainable development and the impact on both the envi-
ronment and the climate; and the broader implications of Al for human rights, social
justice, democracy and the rule of law.

Finally, it’s important to recognise, as mentioned by Lundin, that we need more
than ethical guidelines for the effective and safe use of Al in educational settings
(Holmes and Porayska-Pomsta 2023). We need appropriate regulation. As the Coun-
cil of Europe explains:

Just as drugs and medical treatments are mostly designed to impact on the
human body, so Al-enabled education technologies are designed to impact on
the human mind and especially on a child’s developing cognition ... Before
being available for use, medicines undergo a rigorous stepped safety trial pro-
cess, which evaluates both efficacy and safety. Inevitably, that process is not
perfect ... However ... for Al-enabled education technologies, almost no such
testing takes place, which means that teachers must rely on anecdotal evidence
or marketing claims. (Havinga et al. 2024: 7)

I very much welcome the proposed research agenda. This kind of inter- or mul-
tidisciplinary research, grounded in such diversity of expertise, is essential for mul-
tiple reasons: to determine what evidence we need and how to go about getting that
evidence and using it effectively; to contribute to robust regulations that ensure
young people are protected whenever they use Al systems, and that they remain in
control of their education and their whole lives; and to help ensure that all members
of society (beginning with instructors and learners) become critically Al literate
(especially in the human dimension of Al), so that they can make properly informed
choices about whether, when, and how to use Al systems (Holmes et al. 2025). And,
as a first step toward all that, we need to begin by using language carefully, by avoid-
ing the unevidenced speculative claims, and challenging the hype.

5 See https://www.elementsofai.com. Accessed 24 September 2025.
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Conclusion

A research agenda for AI&ED needs to take a holistic perspective (e.g. Wong
and Looi 2024) and a multifaceted educational ecology approach. Such an agenda
should investigate how Al suits the purposes of education, learning, and instruc-
tion. At the same time, it should critically study the ethical and societal aspects
that may lead to mismatches and concerns. In terms of Littlejohn’s commentary,
AI&ED research should position humans at the centre and reflect on vulnerable
aspects of the interplay between humans and Al technologies. This notion is also
echoed in earlier studies (e.g. Gidiotis and Hrastinski 2024; Holmes et al. 2022;
Kahr and Snijders 2023) that alert learners and instructors to the potential risks of
being overly reliant on Al technologies.

As Holmes mentions in his commentary, the research agenda should include a
critical perspective to avoid reproducing speculative claims and inform both prac-
tice and future research. Holmes echoes resistance to commercialisation, com-
modification, and corporatisation of education (e.g. Fischer 2024; Hayes 2020;
Williamson et al. 2023) and its emphasis on measurement. To ensure criticality,
the research agenda may embrace the ecological complexity of micro, meso, and
macro levels and the educational purposes of qualification, socialisation, and sub-
jectification (Biesta 2020; Gibson et al. 2023; Schuelka and Engsig 2022). This
includes that research should not assume that AI&ED is inherently good.

Many earlier agendas underline the dominance of cognitive sciences and com-
puter sciences (e.g. Lodge et al. 2023; Wong and Looi 2024). This conclusion is
also shared by Holmes et al. (2025), who emphasise the need for AI&ED research
to align Al systems with the complexity of education, learning, and instruc-
tion. This study confirms these views by demonstrating and suggesting that the
research field may benefit from adopting an approach that integrates theories and
research methods from multiple disciplines, in addition to cognitive sciences and
computer sciences. Moreover, such an approach may lead to the development of
new and innovative research methods by fostering disciplinary collaboration. A
multidisciplinary agenda should contribute to developing relevant frameworks,
models, and theories for AI&ED that impact educational practices and inform
educational leaders, instructors, and learners on the benefits and pitfalls of the
application of Al technologies.

Many of the recently suggested agendas have a narrow perspective, focusing on a
single Al application and/or a particular level of the educational system (e.g. Bhullar
et al. 2024; Lo et al. 2024; Lodge et al. 2023; Sahar and Munawaroh 2025). How-
ever, such narrow perspectives are too limited (Mustafa et al. 2024). This study takes
a broader approach that aligns with the grand challenges outlined by Woolf et al.
(2013) and the Global South perspective presented by Peters and Tukdeo (2025).
Suggested research agenda for AI&ED encompasses all educational levels and
extends beyond formal education by adopting a lifelong and lifewide perspective,
including learners, instructors, and leaders who govern educational systems.

Considering both formal and informal learning may contribute to a deeper
understanding of the intersection of Al, education, learning, and instruction. Such
a hybrid agenda needs to emphasise cultural, ecological, historical, and social
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aspects to develop deeper insights into how contextual conditions in educational
settings impact the use of Al technologies. This includes the impact that Al tech-
nologies have on learning and the performance of instruction and leadership in
formal educational systems (e.g. Hwang et al. 2020; Peters and Tukdeo 2025;
Sahar and Munawaroh 2025) as well as workplace learning in its many shapes
and forms (see Jaldemark 2023; Jaldemark et al. 2024).

As suggested by Woolf et al. (2013) and Hwang et al. (2020), among others, the
research agenda needs to include collaboration with practitioners to update curric-
ula and rethink assessment methods, enabling the development of new learning and
instructional practices, supporting learning processes, and developing critical skills.
It may enable research that contributes to more effective and equitable educational
settings that prepare learners for the complexities of living in a world imprinted with
Al

This suggests the need to build a research agenda for AI&ED that embraces an
educational ecology approach. As such, it should include macro, meso, and micro
levels of AI&ED (Biesta 2020; Gibson et al. 2023; Schuelka and Engsig 2022).
Table 4 expands on these three levels by building on the challenges, opportunities,
and transformational ideas presented in this study.

The macro level of the research agenda for AI&ED focuses on issues of policy,
research ecosystems, and society. At this level, key themes include organising and
conducting AI&ED research that fosters large-scale, multidisciplinary, and longitu-
dinal studies. Such studies need to integrate empirical and theoretical frameworks
and create adaptive applications. At the macro level, research needs to focus on the
relationship between education and the role and impact of Al applications in work-
life settings. The macro level also encompasses researching the promotion of access
and equity through national and global policies, as well as the assurance of ethical
and responsible governance of Al in education.

The meso level concerns issues of curricula, institutions, and leadership. At this
level, research addresses the transformation of instructional design and how it can
integrate creative, inclusive, and meaningful Al-supported pedagogies. The meso
level needs to cover curriculum development and leadership that support Al literacy
and innovation. Other themes at the meso level are how institutions can support the
professional development of instructors and leaders; how experiments with GenAl
applications can be safely enabled in educational settings; and how evaluation sys-
tems for applying Al technologies can be assessed and redesigned.

At the micro level, the research agenda concerns instructors, learners, and learn-
ing processes. Researching AI&ED needs to address if and how learners’ experi-
ences can be enhanced through critical thinking, personalisation, and Al-supported
feedback. The micro level addresses how human-Al interplay can be supported.
Three important micro-level themes are the encouragement of Al literacy among
instructors and learners; the promotion of engagement and motivation through cre-
ative and innovative ways of learning; and how individuals can make themselves
ready to adopt Al as a tool for learning.

A research agenda for AI&ED is a constantly moving target. Built on the edu-
cational purposes of qualification, socialisation, and subjectification, and the three
levels of educational ecology (macro, meso, and micro) (Biesta 2020; Gibson et al.
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2023; Schuelka and Engsig 2022), the research agenda for AI&ED developed in this
article lends itself to perpetual development.

Open Review 1: Artificial Intelligence and the Recursive Logic of Education (Chrysi
Rapanta)

As Bass and Good (2004), citing Craft (1984), observed, the word education etymo-
logically encompasses two contrasting notions: one derived from educare, meaning
‘to train’ or ‘to mold’, and another from educere, meaning ‘to lead out’. This dual
logic, inherent in all educational systems, may help to explain the evolving relation-
ship between Al and education, particularly as learning systems become increas-
ingly recursive and adaptive.

Al and education together form what may be described as an ontological feed-
back loop (see Liew et al. 2025). Humans ‘educate’ machines through the design of
training datasets, algorithmic architectures, and evaluative feedback, nurturing arti-
ficial systems toward specific capacities (Bryson 2019; Mitchell 2020). Yet these
same systems subsequently ‘educate’ humans by mediating knowledge, extend-
ing cognitive reach, and reshaping the epistemic conditions of learning (Popenici
and Kerr 2017). This recursive process suggests that Al is not merely an artifact
of human design but an interlocutor within a broader ecology of intelligence (see
also Seufert’s and Sdljo’s contributions). Through such reciprocity, both human and
machine evolve as co-learners in a distributed network of cognition (Clark and Chal-
mers 1998).

However, the educere challenge becomes particularly evident in this ecosys-
tem, as part of the responsibility gap (Matthias 2004) may be expressed in terms of
who transforms whom when humans and machines learn together through mutual
instruction. This challenge is reciprocal—both for humans as learners with Al and
for humans as teachers of and with Al. Human learners should be encouraged to
take AI’s outputs a step further, transforming information into new knowledge and
insight. Likewise, human designers and educators should be challenged to develop
Al systems and learning activities that draw forth human creativity, ethical discern-
ment, and critical reflection.

Only when both educare and educere are realised can we meaningfully speak
of AI&ED as a coherent paradigm. The ultimate felos of AI&ED lies in flourish-
ing through co-evolution: a pedagogical ecosystem in which educare unfolds as
an ongoing dialogue between the human and the artificial, continually leading out
(educere) the still-unrealised possibilities of both (Holmes et al. 2019; Selwyn
2019). The micro, meso, and macro levels of consideration in the current and future
AI&ED research agenda, as discussed in this collective article, add further complex-
ity and meaning to this goal.

Note: The author intentionally limited the cited sources to those published up to
2020 to show that the challenges identified over the past three decades remain unre-
solved even after the recent ‘boom’ of GenAl.
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Open Review 2: Retaining ‘Clouded’ Judgement or Disruptive Research
for an Equitable ‘Cloud’? (Sarah Hayes)

My cryptic title is inspired by the work of Sergio Carvajal-Leoni (2025), who asks:
‘who is paying the price for Al power?’, ‘who is benefitting from automation?’,
‘what kind of humans do we become when our learning is shaped by algorithms
we didn’t choose and barely understand?’ These questions alone call for a critical,
inclusive macro, meso, and micro research agenda for AI&ED. So, I thank these
collective authors for their insights and for, as Siljo suggests, positioning Al not as
an external disruptor, but a catalyst for rethinking educational purpose and design.
Disruptive research, as suggested by Lundin, can go beyond traditional metrics
and undermine a dangerous assumption, highlighted by Holmes, that the interplay
between technology and humans is symmetric.

Séljo notes that human activity, unlike technology, draws on our diverse cultural
experiences, so we cannot reduce ‘knowing’ to the confines of brain/mind alone.
Our ‘postdigital positionalities’ (Hayes 2021, 2023) intersect between our minds,
bodies, cultural contexts, socio-material resources, creativity and innovation, local
language, skin colour, disability, ‘data-ableism’ (Charitsis and Lehtiniemi 2022),
levels of disadvantage or privilege. Specht asks if Al will bring more equity and sup-
port human diversity, or simply reinforce old models, digital divides, and subgroups
in society. The analytical layers presented in this article—challenges, opportunities,
and transformational ideas—only reveal some complexities currently, because, as
Holmes observes, this is a constantly moving target.

Table 4 presents a valuable educational ecology approach, but there remains room
to reflexively interrogate who is missing in any static representation. For example,
many diverse cross-sector stakeholders who might collaborate with academia in
these endeavours (Hayes et al. 2025). Which charities, businesses, schools, cultural
and environmental organisations, activists and artists might become equitable part-
ners in any research agenda into AI&ED?

Carvajal-Leoni’s (2025) Al-generated artistic depiction of a cloud, not made of
vapor, but of circuitry, provokes reflection on the huge environmental and human
costs behind cloud computing. He argues that making space for voices beyond aca-
demic texts prompts otherwise overlooked ethical discussions. This addresses the
socialisation and subjectification aspects of education (Biesta 2011). Svensson calls
for a redesign of higher education to address a delicate interplay across professional
demands, technological development, and the values of becoming an academic
scholar. We can begin by discarding clouded judgments that limit how we perceive
academia and instead take an educational ecology approach of close collaboration
with local and global communities, in working toward a more equitable cloud.

Open Review 3: Toward Multidisciplinary Co-Design (Sandris Zeivots)

This article is a timely intervention that helps us recognise the (need for) shifting
research paradigms of education, learning, instruction and Al It captures a moment
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of transition where entanglements of actors, perspectives, and epistemologies recon-
figure in new arrangements, and does so with coherence. The proposed three-layered
educational ecology shows how micro, meso, and macro processes are distinct, yet
interlinked. These levels cannot be understood in isolation.

What I find particularly compelling is how several contributions—Lundin, S&ljo,
Littlejohn, among others—foreground the ontological and epistemic reconfigura-
tion of knowing-through-research. The metaphor of ‘vulnerabilities experienced by
humans’ (Littlejohn) is provoking, reminding us that our discomfort with Al reflects
deep shifts in how knowledge is embodied and experienced. S&ljo’s observation that
humans can no longer ‘show what we know’ further points to the changing reality of
learning as innovation and problem-solving rather than repetition. These examples
illustrate that learning and knowing are increasingly approached as relational, dis-
tributed, and affective.

This ontological shift is accompanied by a pressing methodological shift. The
paper positions Al as an unfamiliar-yet-familiar catalyst for rethinking educational
purpose and design. I support the authors’ call for a multidisciplinary research
agenda, and would extend it through multidisciplinary design-oriented perspectives,
particularly co-design. Such approaches acknowledge multidisciplinary stakeholders
and their role in sustained, design-driven inquiry. Co-design is not a one-off collabo-
ration but a practice of attunement—making sense, researching, and designing edu-
cational futures collectively (Zeivots et al. 2025b). It ensures futures of the research
agenda are not left to unfold on their own terms but are intentionally shaped with
care, democratic participation, and ethical responsibility (Wardak et al. 2024).

The paper asks us to stay with tensions rather than resolve them quickly, to design
with and through difference. This orientation matters because research on Al in
education cannot remain a ‘catch-up’ exercise—the futures of learning are shaped
now, and how we design together will influence which futures become possible.
As de Laat notes, we need coordinated, longer-term, and situated research efforts
that engage with practice and policy. Here, co-design can offer a methodological
bridge—linking diverse expertise, fostering shared responsibility, and aligning inno-
vation with values such as equity, sustainability, and human dignity.

This paper opens an urgent conversation about how we imagine and design edu-
cational futures. Its contribution is a blueprint and a provocation: a reminder that to
rethink AI and education, we must rethink what it means to know, to learn, and to
collaborate.

Acknowledgements The contributing authors acknowledge the European Association for Research on
Learning and Instruction for being awarded the status of an EARLI Centre for Excellence in Research.

Author Contribution This study mainly applied the cooperative approach to collective writing, meaning
that most contributions were written separately by one (or two) authors. The remaining sections of the
article were mainly written by the first author, with the introductory sections co-written with the second
author. Each contribution includes a 500-word response to three empirical questions.

Funding Open access funding provided by Mid Sweden University. Open access funding provided by the

Swedish BIBSAM agreement. Except for travel for an EARLI network meeting, no additional funding
was provided for the conducting of the study.

@ Springer



Postdigital Science and Education

Data Availability No datasets were generated or analysed during the current study.

Declarations

Competing interest The authors declare no competing interests.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License,
which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long
as you give appropriate credit to the original author(s) and the source, provide a link to the Creative
Commons licence, and indicate if changes were made. The images or other third party material in this
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line
to the material. If material is not included in the article’s Creative Commons licence and your intended
use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permis-
sion directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/
licenses/by/4.0/.

References

Aanestad, M. (2024). Circumspection as a Process of Responsible Appropriation of Al In I. Constantiou,
M. P. Joshi, & M. Stelmaszak (Eds.), Research Handbook on Artificial Intelligence and Decision
Making in Organizations (pp. 112-125). Cheltenham, UK: Edward Elgar. https://doi.org/10.4337/
9781803926216.00014.

Albadarin, Y., Saqr, M., Pope, N., & Tukiainen, M. (2024). A Systematic Literature Review of Empiri-
cal Research on ChatGPT in Education. Discover Education, 3(1), 1-60. https://doi.org/10.1007/
s44217-024-00138-2.

Alkaissi, H., & McFarlane, S. I. (2023). Artificial Hallucinations in ChatGPT: Implications in Scientific
Writing. Cureus, 15(2), 1-4. https://doi.org/10.7759/cureus.35179.

Anderson, T., & Garrison, R. (1998). Learning in a Networked World: New Roles and Responsibilities.
In C. C. Gibson (Ed.), Distance Learners in Higher Education: Institutional Responses for Quality
Outcomes (pp. 97-112). Madison, WI: Atwood.

Anichini, G., Natali, C., & Cabitza, F. (2024). Invisible to Machines: Designing Al that Supports Vision
Work in Radiology. Computer Supported Cooperative Work, 33(4), 993-1036. https://doi.org/10.
1007/s10606-024-09491-0.

Ausat, A., Massang, B., Efendi, M., Nofirman, N., & Riady, Y. (2023). Can Chat GPT Replace the Role
of the Teacher in the Classroom: A Fundamental Analysis. Journal on Education, 5(4), 16100—
16106. https://doi.org/10.31004/joe.v5i4.2745.

Bass, R. V., & Good, J. W. (2004). Educare and Educere: Is a Balance Possible in the Educational Sys-
tem?. The Educational Forum, 68(2), 161-168. https://doi.org/10.1080/00131720408984623.
Bastani, H., Bastani, O., Sungu, A., Ge, H., Kabakci, O., & Mariman, R. (2024). Generative Al Can
Harm Learning. The Wharton School Research Paper. SSRN. https://doi.org/10.2139/ssrn.48954

86.

Bhullar, P. S., Joshi, M., & Chugh, R. (2024). ChatGPT in Higher Education: A Synthesis of the Lit-
erature and a Future Research Agenda. Education and Information Technologies, 29(2), 21501—
21522. https://doi.org/10.1007/s10639-024-12723-x.

Biesta, G. (2011). Good Education in an Age of Measurement: Ethics, Politics, Democracy. New York:
Routledge. https://doi.org/10.4324/9781315634319.

Biesta, G. (2020). Educational Research: An Unorthodox Introduction. New York: Bloomsbury.

Billett, S. (2015). Curriculum Considerations: The Integration of Experiences. In S. Billett (Ed.), Inte-
grating Practice-Based Experiences into Higher Education (pp. 161-194). Dordrecht: Springer.
https://doi.org/10.1007/978-94-017-7230-3_7.

Bolter, J. D., & Grusin, R. (1999). Remediation: Understanding New Media. Cambridge, MA: MIT Press.

@ Springer


http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.4337/9781803926216.00014
https://doi.org/10.4337/9781803926216.00014
https://doi.org/10.1007/s44217-024-00138-2
https://doi.org/10.1007/s44217-024-00138-2
https://doi.org/10.7759/cureus.35179
https://doi.org/10.1007/s10606-024-09491-0
https://doi.org/10.1007/s10606-024-09491-0
https://doi.org/10.31004/joe.v5i4.2745
https://doi.org/10.1080/00131720408984623
https://doi.org/10.2139/ssrn.4895486
https://doi.org/10.2139/ssrn.4895486
https://doi.org/10.1007/s10639-024-12723-x
https://doi.org/10.4324/9781315634319
https://doi.org/10.1007/978-94-017-7230-3_7

Postdigital Science and Education

Braun, V., & Clarke, V. (2006). Using Thematic Analysis in Psychology. Qualitative Research in Psy-
chology, 3(2), 77-101. https://doi.org/10.1191/1478088706qp0630a.

Bryson, J. J. (2019). The Past Decade and Future of AI’s Impact on Society. In M. Baddeley et al.
(Eds.), A Transcendent Decade: Towards a New Enlightenment? (pp. 150-185). Madrid: Turner-
BBVA. https://purehost.bath.ac.uk/ws/portalfiles/portal/190042349/Bryson_BBVA_Sep2018.pdf.
Accessed 9 October 2025.

Carvajal-Leoni, S. (2025). A PhD Journey within our ETH-TECH Territory — Anchoring Ethical Tech-
nology. ETH-TECH, 5 August. https://eth-tech.eu/a-phd-journey-within-our-eth-tech-territory/.
Accessed 10 October 2025.

Cerratto Pargman, T., Lindberg, Y., & Buch, A. (2023). Automation Is Coming! Exploring Future(s)-
Oriented Methods in Education. Postdigital Science and Education, 5(1), 171-194. https://doi.org/
10.1007/s42438-022-00349-6.

Charitsis, V., & Lehtiniemi, T. (2022). Data Ableism: Ability Expectations and Marginalization in Auto-
mated Societies. Television & New Media, 24(1), 3—18. https://doi.org/10.1177/15274764221077660.

Chiu, T. K. F. (2024). Future Research Recommendations for Transforming Higher Education with Gen-
erative Al. Computers and Education: Artificial Intelligence, 6, 100197. https://doi.org/10.1016/j.
caeai.2023.100197.

Choi, J. H., Hickman, K. E., Monahan, A. B., & Schwarcz, D. (2022). ChatGPT Goes to Law School.
Journal of Legal Education, 7(3), 387-400. https://jle.aals.org/home/vol71/iss3/2.

Clark, A., & Chalmers, D. (1998). The Extended Mind. Analysis, 58(1), 7-19. https://doi.org/10.1093/
analys/58.1.7.

Networked Learning Editorial Collective, Gourlay, L., Rodriguez-Illera, J. L., Barbera, E., Bali, M.,
Gachago, D., Pallitt, N., Jones, C., Bayne, S., Hansen, S. B., Hrastinski, S., Jaldemark, J., Theme-
lis, C., Pischetola, M., Dirckinck-Holmfeld, L., Matthews, A., Gulson, K. N., Lee, K., Bligh, B.,
Thibaut, P., Vermeulen, M., Nijland, F., Vrieling-Teunter, E., Scott, H., Thestrup, K., Gislev, T.,
Koole, M., Cutajar, M., Tickner, S., Rothmiiller, N., Bozkurt, A., Fawns, T., Ross, J., Schnaider,
K., Carvalho, L., Green, J. K., HadZijusufovié¢, M., Hayes, S., Czerniewicz, L., & Knox, J. (2021).
Networked Learning in 2021: A Community Definition. Postdigital Science and Education, 3(2),
326-369. https://doi.org/10.1007/s42438-021-00222-y.

Standing Committee of Employment, Education, & Training. (2024). Study Buddy or Influencer: Inquiry
Into the use of Generative Artificial Intelligence in the Australian Education System. Canberra:
Parliament of Australia.

Council of Europe. (2025). Discussion Paper on Draft Recommendation on Al literacy. Discussion Paper
No. DGIVEDU/DCE(2025)01rev (pp. 1-5). Strasbourg: Council of Europe.

Damsa, C. L., Froehlich, D. E., & Gegenfurtner, A. (2017). Reflections on Empirical and Methodologi-
cal Accounts of Agency at Work. In M. Goller & S. Paloniemi (Eds.), Agency at Work: An Agentic
Perspective on Professional Learning and Development (pp. 445-461). Cham: Springer. https:/
doi.org/10.1007/978-3-319-60943-0_22.

Dewey, J. (1994). Art as Experience. In S. D. Ross (Ed.), Art and Its Significance: An Anthology of Aes-
tethic Theory (pp. 203-220). New York: State University of New York.

Dieterle, E., Dede, C., & Walker, M. (2024). The Cyclical Ethical Effects of Using Artificial Intelligence
in Education. AI & SOCIETY, 39(2), 633-643. https://doi.org/10.1007/s00146-022-01497-w.
Donald, M. (2010). The Exographic Revolution: Neuropsychological Sequelae. In L. Malafouris & C.
Renfrew (Eds.), The Cognitive Life of Things. Recasting the Boundaries of Mind (pp. 71-80). Cam-

bridge, UK: University of Cambridge, McDonald Institute for Archaelogical Research.

Dreyfus, H., & Dreyfus, S. E. (1986). Mind Over Machine: The Power of Human Intuition and Expertise
in the Era of the Computer. New York: Free Press.

Duran del Fierro, F., Littlejohn, A., & Kennedy, E. (2024). Sociotechnical Imaginaries of Sharing and
Emerging Postdigital Meaning-Making Practices in the Astronomy Community. Postdigital Sci-
ence and Education, 6(3), 844-865. https://doi.org/10.1007/s42438-024-00473-5.

Edwards, J., Nguyen, A., Sobocinski, M., Liamsi, J., De Araujo, A., Dang, B., Whitehead, R., Roberts,
A.-S., Kaarlela, M., & Jarvela, S. (2024). MAI-A Proactive Speech Agent for Metacognitive Medi-
ation in Collaborative Learning. In Proceedings of the 6th ACM Conference on Conversational
User Interfaces, Luxembourg. New York: Association for Computing Machinery. https://doi.org/
10.1145/3640794.3665585.

Engestrom, Y., & Sannino, A. (2010). Studies of Expansive Learning: Foundations, Findings and Future
Challenges. Educational Research Review, 5(1), 1-24. https://doi.org/10.1016/j.edurev.2009.12.
002.

@ Springer


https://doi.org/10.1191/1478088706qp063oa
https://purehost.bath.ac.uk/ws/portalfiles/portal/190042349/Bryson_BBVA_Sep2018.pdf
https://eth-tech.eu/a-phd-journey-within-our-eth-tech-territory/
https://doi.org/10.1007/s42438-022-00349-6
https://doi.org/10.1007/s42438-022-00349-6
https://doi.org/10.1177/15274764221077660
https://doi.org/10.1016/j.caeai.2023.100197
https://doi.org/10.1016/j.caeai.2023.100197
https://jle.aals.org/home/vol71/iss3/2
https://doi.org/10.1093/analys/58.1.7
https://doi.org/10.1093/analys/58.1.7
https://doi.org/10.1007/s42438-021-00222-y
https://doi.org/10.1007/978-3-319-60943-0_22
https://doi.org/10.1007/978-3-319-60943-0_22
https://doi.org/10.1007/s00146-022-01497-w
https://doi.org/10.1007/s42438-024-00473-5
https://doi.org/10.1145/3640794.3665585
https://doi.org/10.1145/3640794.3665585
https://doi.org/10.1016/j.edurev.2009.12.002
https://doi.org/10.1016/j.edurev.2009.12.002

Postdigital Science and Education

Eteldpelto, A., Vihdsantanen, K., Hokkd, P., & Paloniemi, S. (2013). What Is Agency? Conceptualizing
Professional Agency at Work. Educational Research Review, 10, 45-65. https://doi.org/10.1016/j.
edurev.2013.05.001.

EU Artificial Intelligence Act. (2024). : High-level Summary of the Al Act. https://artificialintelligen
ceact.eu/high-level-summary. Accessed 23 September 2025.

Eynon, R., & Young, E. (2021). Methodology, Legend, and Rhetoric: The constructions of Al by Aca-
demia, Industry, and Policy Groups for Lifelong Learning. Science, Technology, & Human Values,
46(1), 166—-191. https://doi.org/10.1177/0162243920906475.

Fischer, 1. (2024). Evaluating the Ethics of Machines Assessing Humans. Journal of Information Tech-
nology Teaching Cases, 14(2), 273-281. https://doi.org/10.1177/20438869231178844.

Fischer, G., Lundin, J., & Lindberg, J. O. (2020). Rethinking and Reinventing Learning, Education and
Collaboration in the Digital Age—From Creating Technologies to Transforming Cultures. Interna-
tional Journal of Information and Learning Technology, 37(25), 241-252. https://doi.org/10.1108/
1JILT-04-2020-0051.

Gegenfurtner, A., Lehtinen, E., Helle, L., Nivala, M., Svedstrom, E., & Siljo, R. (2019). Learning to See
Like an Expert: On the Practices of Professional Vision and Visual Expertise. International Jour-
nal of Educational Research, 98, 280-291. https://doi.org/10.1016/].ijer.2019.09.003.

Gegenfurtner, A., Gruber, H., Lehtinen, E., & Siljo, R. (2024). Horizontal Transition of Expertise. Front-
line Learning Research, 12(3), 20-44. https://doi.org/10.14786/flr.v12i3.543.

Gibson, D., Kovanovic, V., Ifenthaler, D., Dexter, S., & Feng, S. (2023). Learning Theories for Artifi-
cial Intelligence Promoting Learning Processes. British Journal of Educational Technology, 54(5),
1125-1146. https://doi.org/10.1111/bjet.13341.

Gidiotis, I., & Hrastinski, S. (2024). Imagining the Future of Artificial Intelligence in Education: A
Review of Social Science Fiction. Learning, Media and Technology, 1-13. https://doi.org/10.1080/
17439884.2024.2365829.

Gourlay, L. (2024). Generative Als, more-than-human authorship, and Husserl’s phenomenological ‘hori-
zons’. In Proceedings of the International Conference on Networked Learning, 14(1). https://doi.
org/10.54337/nlc.v14i1.8078. Accesseed 25 September 2025.

Griining, M., Henkenjohann, R., Pinto dos Santos, D., & Trenz, M. (2023). Artificial Intelligence, Tech-
nostress and Work Outcomes in Healthcare: A Power Perspective on Al Characteristics. In ICIS
2023 Proceedings, Hyderabad, India. https://aisel.aisnet.org/icis2023/ishealthcare/ishealthcare/19.
Accesseed 25 September 2025.

Gutmanowitz, M. T., & Westlund, J. (2024). Artificial Intelligence and Its Consequences on the Work
Processes of Software Developers: A Qualitative Study. [Bachelor thesis in Information Systems].
Trollhéttan, Sweden: University West.

Havinga, B., Holmes, W., & Persson, J. (2024). Preparatory Study for the Development of a Legal Instru-
ment on Regulating the Use of Artificial Intelligence Systems in Education. Strasbourgh, France:
Council of Europe https://rm.coe.int/artificial-intelligence-and-education-a-critical-view-through-
the-lens/1680a886bd. Accessed 25 September 2025.

Hayes, S. (2020). Postdigital Perspectives on the McPolicy of Measuring Excellence. Postdigital Science
and Education, 3(1), 1-6. https://doi.org/10.1007/s42438-020-00208-2.

Hayes, S. (2021). Postdigital Positionality: Developing Powerful Inclusive Narratives for Learning,
Teaching, Research and Policy in Higher Education. Leiden: Brill.

Hayes, S. (2023). Positionality in Postdigital Research: The Power to Effect Change. In P. Jandri¢, A.
MacKenzie, & J. Knox (Eds.), Constructing Postdigital Research. Method and Emancipation (pp.
3-21). Cham: Springer. https://doi.org/10.1007/978-3-031-35411-3_1.

Hayes, S., Jandrié, P, la Velle, L., Earle, S., érajer, F., Dragi¢, Z., Kubat, S., Peraica, A., évraka, D.,
Popovié¢, S., Mumela$, D., Pospi§, D., Vujanovié, B., Lugovié, S., Jopling, M., Tolbert, S., &
Watermeyer, R. (2024). Postdigital Citizen Science and Humanities: Dialogue from the Ground.
Postdigital Science and Education, 7(1), 188-223. https://doi.org/10.1007/s42438-024-00514-z.

Henrickson, L. (2021). Reading Computer-Generated Texts. Cambridge, UK: Cambridge University
Press. https://doi.org/10.1017/9781108906463.

Herbold, S., Hautli-Janisz, A., Heuer, U., Kikteva, Z., & Trautsch, A. (2023). A Large-Scale Comparison
of Human-Written Versus ChatGPT-Generated Essays. Scientific Reports, 13(1), 18617. https://doi.
org/10.1038/s41598-023-45644-9.

@ Springer


https://doi.org/10.1016/j.edurev.2013.05.001
https://doi.org/10.1016/j.edurev.2013.05.001
https://artificialintelligenceact.eu/high-level-summary
https://artificialintelligenceact.eu/high-level-summary
https://doi.org/10.1177/0162243920906475
https://doi.org/10.1177/20438869231178844
https://doi.org/10.1108/IJILT-04-2020-0051
https://doi.org/10.1108/IJILT-04-2020-0051
https://doi.org/10.1016/j.ijer.2019.09.003
https://doi.org/10.14786/flr.v12i3.543
https://doi.org/10.1111/bjet.13341
https://doi.org/10.1080/17439884.2024.2365829
https://doi.org/10.1080/17439884.2024.2365829
https://doi.org/10.54337/nlc.v14i1.8078
https://doi.org/10.54337/nlc.v14i1.8078
https://aisel.aisnet.org/icis2023/ishealthcare/ishealthcare/19
https://rm.coe.int/artificial-intelligence-and-education-a-critical-view-through-the-lens/1680a886bd
https://rm.coe.int/artificial-intelligence-and-education-a-critical-view-through-the-lens/1680a886bd
https://doi.org/10.1007/s42438-020-00208-2
https://doi.org/10.1007/978-3-031-35411-3_1
https://doi.org/10.1007/s42438-024-00514-z
https://doi.org/10.1017/9781108906463
https://doi.org/10.1038/s41598-023-45644-9
https://doi.org/10.1038/s41598-023-45644-9

Postdigital Science and Education

Holmes, W. (2023). The Unintended Consequences of Artificial Intelligence and Education. Education
International. https://www.ei-ie.org/en/item/28115:the-unintended-consequences-of-artificial-intel
ligence-and-education. Accessed 25 September 2025.

Holmes, W. (2024). AIED: Coming of Age? International Journal of Artificial Intelligence in Education,
34(1), 1-11. https://doi.org/10.1007/s40593-023-00352-3.

Holmes, W., & Littlejohn, A. (2024). Artificial Intelligence for Professional Learning. In M. Garcia-
Murillo, I. MacInnes, & A. Renda (Eds.), Handbook of Artificial Intelligence at Work (pp. 191—
211). Cheltenham, UK: Edward Elgar. https://doi.org/10.4337/9781800889972.00018.

Holmes, W., & Tuomi, 1. (2022). State of the Art and Practice in Al in Education. European Journal of
Education, 57(4), 542-570. https://doi.org/10.1111/ejed.12533.

Holmes, W., Bialik, M., & Fadel, C. (2019). Artificial Intelligence in Education Promises and Implica-
tions for Teaching and Learning. Boston, MA: Center for Curriculum Redesign.

Holmes, W., Persson, J., Chounta, I.-A., Wasson, B., & Dimitrova, V. (2022). Artificial Intelligence and
Education: A critical View Through the Lens of Human rights, Democracy and the Rule of Law.
Strasbourgh, France: Council of Europé. https://rm.coe.int/artificial-intelligence-and-education-a-
critical-view-through-the-lens/1680a886bd. Accessed 25 September 2025.

Holmes, W., & Porayska-Pomsta, K. (Eds.). (2023). The Ethics of Al in Education: Practices, Chal-
lenges, and Debates. London: Routledge. https://doi.org/10.4324/9780429329067.

Holmes, W., Mouta, A., Hillman, V., Schiff, D., Laak, K.-J., Atenas, J., Bardone, E., Lochead, K.,
Gonsales, P., Havemann, L., Seon, J., Go, B., Schreurs, B., Zhgenti, S., Lee, K., Bali, M., Bia-
lik, M., Medina-Gual, L., Knight, S., . . . Yeo, B. (2025). Critical Studies of Artificial Intel-
ligence and Education: Putting a Stake in the Ground. https://ssrn.com/abstract=5391793.
Accessed 25 September 2025.

Holstein, K., & Olsen, J. K. (2023). Human-AI Co-Orchestration: The Role of Artificial Intelligence
in Orchestration. In B. d. Boulay, A. Mitrovic, & K. Yacef (Eds.), Handbook of Artificial Intel-
ligence in Education (pp. 309-321). Cheltenham, UK: Edward Elgar. https://doi.org/10.4337/
9781800375413.00025.

Holton, R., & Boyd, R. (2021). ‘Where Are the People? What Are They Doing? Why Are They Doing
It?’(Mindell) Situating Artificial Intelligence Within a Socio-Technical Framework. Journal of
Sociology, 57(2), 179-195. https://doi.org/10.1177/1440783319873046.

Hrastinski, S., Olofsson, A. D., Arkenback, C., Ekstrom, S., Ericsson, E., Fransson, G., Jaldemark,
J., Ryberg, T., ()berg, L.-M., Fuentes, A., Gustafsson, U., Humble, N., Mozelius, P., Sundgren,
M., & Utterberg, M. (2019). Critical Imaginaries and Reflections on Artificial Intelligence and
robots in Postdigital K-12 Education. Postdigital Science and Education, 1(2), 427—-445. https://
doi.org/10.1007/s42438-019-00046-x.

Hutchins, E. (1995). Cognition in the Wild. Cambridge, MA: The MIT Press.

Hwang, G.-J., Xie, H., Wah, B. W., & Gasevi¢, D. (2020). Vision, Challenges, Roles and Research
Issues of Artificial Intelligence in Education. Computers and Education: Artificial Intelligence,
1(1), 1-5. https://doi.org/10.1016/j.caeai.2020.100001.

Jaldemark, J. (2010). Participation in a Boundless Activity: Computer-Mediated Communication in
Swedish Higher Education. [Doctoral dissertation]. Umed, Sweden: Umea University.

Jaldemark, J. (2023). Postdigital Lifelong Learning. In P. Jandri¢ (Ed.), Encyclopedia of Postdigital
Science and Education. Cham: Springer. https://doi.org/10.1007/978-3-031-35469-4_14-1.

Jaldemark, J., Hédkansson Lindqvist, M., Mozelius, P., & Ryberg, T. (2021). Editorial Introduction:
Lifelong Learning in the Digital Era. British Journal of Educational Technology, 52(4), 1576—
1579. https://doi.org/10.1111/bjet.13128.

Jaldemark, J., Mozelius, P., & Ohman, P. (2024). Applying Community of Inquiry in Designing
Higher Education Lifelong Learning Courses: The Case of the BUFFL-project. In M. Cleve-
land-Innes, S. Stenbom, & D. R. Garrison (Eds.), The Design of Digital Learning Environments
(pp- 193-214). New York: Routledge. https://doi.org/10.4324/9781003246206.

Jandrié, P., Luke, T. W., Sturm, S., McLaren, P., Jackson, L., MacKenzie, A., Tesar, M., Stewart, G.
T., Roberts, P., Abegglen, S., Hayes, S., Jaldemark, J., Peters, M. A., Sinclair, C., & Gibbons,
A. (2023c). Collective Writing: The Continuous Struggle for Meaning-Making. Postdigital Sci-
ence and Education, 5(3), 851-893. https://doi.org/10.1007/s42438-022-00320-5.

Jandri¢, P., MacKenzie, A., & Knox, J. (Eds.). (2023a). Postdigital Research: Genealogies, Chal-
lenges, and Future Perspectives. Cham: Springer. https://doi.org/10.1007/978-3-031-31299-1.

@ Springer


https://www.ei-ie.org/en/item/28115:the-unintended-consequences-of-artificial-intelligence-and-education
https://www.ei-ie.org/en/item/28115:the-unintended-consequences-of-artificial-intelligence-and-education
https://doi.org/10.1007/s40593-023-00352-3
https://doi.org/10.4337/9781800889972.00018
https://doi.org/10.1111/ejed.12533
https://rm.coe.int/artificial-intelligence-and-education-a-critical-view-through-the-lens/1680a886bd
https://rm.coe.int/artificial-intelligence-and-education-a-critical-view-through-the-lens/1680a886bd
https://doi.org/10.4324/9780429329067
https://ssrn.com/abstract=5391793
https://doi.org/10.4337/9781800375413.00025
https://doi.org/10.4337/9781800375413.00025
https://doi.org/10.1177/1440783319873046
https://doi.org/10.1007/s42438-019-00046-x
https://doi.org/10.1007/s42438-019-00046-x
https://doi.org/10.1016/j.caeai.2020.100001
https://doi.org/10.1007/978-3-031-35469-4_14-1
https://doi.org/10.1111/bjet.13128
https://doi.org/10.4324/9781003246206
https://doi.org/10.1007/s42438-022-00320-5
https://doi.org/10.1007/978-3-031-31299-1

Postdigital Science and Education

Jandrié, P., MacKenzie, A., & Knox, J. (Eds.). (2023b). Constructing Postdigital Research: Method
and Emancipation. Cham: Springer. https://doi.org/10.1007/978-3-031-35411-3.

Jarveld, S., & Hadwin, A. (2024). Triggers for Self-regulated Learning: A Conceptual Framework
for Advancing Multimodal Research About SRL. Learning and Individual Differences, 115,
102526. https://doi.org/10.1016/.lindif.2024.102526.

Jarveld, S., Hadwin, A., Malmberg, J., & Miller, M. (2018). Contemporary Perspectives of Regulated
Learning in Collaboration. In F. Fischer, C. E. Hmelo-Silver, S. R. Goldman, & P. Reimann
(Eds.), International Handbook of the Learning Sciences (pp. 127-136). London: Routledge.
https://doi.org/10.4324/9781315617572.

Jarveld, S., Nguyen, A., & Hadwin, A. (2023a). Human and Artificial Intelligence Collaboration for
Socially Shared Regulation in Learning. British Journal of Educational Technology, 54(5),
1057-1076. https://doi.org/10.1111/bjet.13325.

Jarveld, S., Nguyen, A., & Molenaar, I. (2023b). Advancing SRL Research with Artificial Intelligence.
Computers in Human Behavior, 147, 107847. https://doi.org/10.1016/j.chb.2023.107847.

Just, S. (2024). Attitudes of Pre-Service Teachers Towards Trans* individuals. [Masters thesis]. Augs-
burg: University of Augsburg.

Kahr, P., & Snijders, C. C. (2023). The Effects of Explanations in Automated Essay Scoring Systems
on Student Trust and Motivation. Journal of Learning Analytics, 10(1), 37-53. https://doi.org/10.
18608/j1a.2023.7801.

Kandlhofer, M., Steinbauer, G., Hirschmugl-Gaisch, S., & Huber, P. (2016). Artificial Intelligence and
Computer Science in Education: From Kindergarten to University. In 2016 IEEE Frontiers in Edu-
cation Conference (FIE). Erie, PA: IEEE. https://doi.org/10.1109/FIE.2016.7757570.

Keskin, O., Seidel, T., Stiirmer, K., & Gegenfurtner, A. (2024). Eye-Tracking Research on Teacher Pro-
fessional Vision: A Meta-Analytic Review. Educational Research Review, 42, 100586. https://doi.
org/10.1016/j.edurev.2023.100586.

Koh, E., & Doroudi, S. (2023). Learning, Teaching, and Assessment with Generative Artificial Intelli-
gence: Towards a Plateau of Productivity. Learning: Research and Practice, 9(2), 109-116. https://
doi.org/10.1080/23735082.2023.2264086.

Laland, K. N. (2017). Darwin’s Unfinished Symphony: How Culture Made the Human Mind. Princeton,
NJ: Princeton University Press.

Liamsi, J., Edwards, J., Haataja, E., Sobocinski, M., Pefia, P., Nguyen, A., & Jirveld, S. (2024). Learn-
ers’ Linguistic Alignment and Physiological Synchrony: Identifying Trigger Events That Invite
Socially Shared Regulation of Learning. Journal of Learning Analytics, 11(2), 197-214. https://
doi.org/10.18608/j1a.2024.8287.

Lebovitz, S., Lifshitz-Assaf, H., & Levina, N. (2022). To Engage or Not to Engage with Al for Critical
Judgments: How Professionals Deal with Opacity when Using Al for Medical Diagnosis. Organi-
zation Science, 33(1), 126—148. https://doi.org/10.1287/orsc.2021.1549.

Lehtinen, E. (2012). Learning of Complex Competences: On the Need to Coordinate Multiple Theoreti-
cal Perspectives. In A. Koskensalo, J. Smeds, R. D. Cillia, & A. Huguet (Eds.), Language: Compe-
tencies - Change - Contact (pp. 13-27). Berlin: LIT.

Lehtinen, E., Gegenfurtner, A., Helle, L., & Siljo, R. (2020). Conceptual Change in the Development of
Visual Expertise. International Journal of Educational Research, 100, 101545. https://doi.org/10.
1016/j.1jer.2020.101545.

Liew, Y. Z.,, Tan, A. H. P, Yap, E. H, Lim, C. S., Majeed, A. P. A, Zhu, Y., ... & Lo, J. Y. T. (2025).
Systems Thinking on Artificial Intelligence Integration into Higher Education: Causal Loops. In R.
Loépez-Ruiz (Ed.), Complex Systems with Artificial Intelligence: Sustainability and Self-Constitu-
tion (pp. 93—136). London: IntechOpen. https://doi.org/10.5772/intechopen.1008246.

Lindberg, Y. (2025). Postdigital Aesthetics and Literature. In P. Jandri¢ (Ed.), Encyclopedia of Postdigital
Science and Education. Cham: Springer. https://doi.org/10.1007/978-3-031-35469-4_80-1.

Lindberg, Y., & Haglind, T. (2024). Who Holds the Future? Value Enactment Through Futures Framing
by Upper Secondary School Teachers. In A. Buch, Y. Lindberg, & T. Cerratto Pargman (Eds.),
Framing Futures in Postdigital Education: Critical Concepts for Data-Driven Practices (pp.
21-37). Cham: Springer. https://doi.org/10.1007/978-3-031-58622-4_2

Lodge, J. M., Thompson, K., & Corrin, L. (2023). Mapping out a Research Agenda for Generative Arti-
ficial Intelligence in Tertiary Education. Australasian Journal of Educational Technology, 39(1),
1-8. https://doi.org/10.14742/ajet.8695.

@ Springer


https://doi.org/10.1007/978-3-031-35411-3
https://doi.org/10.1016/j.lindif.2024.102526
https://doi.org/10.4324/9781315617572
https://doi.org/10.1111/bjet.13325
https://doi.org/10.1016/j.chb.2023.107847
https://doi.org/10.18608/jla.2023.7801
https://doi.org/10.18608/jla.2023.7801
https://doi.org/10.1109/FIE.2016.7757570
https://doi.org/10.1016/j.edurev.2023.100586
https://doi.org/10.1016/j.edurev.2023.100586
https://doi.org/10.1080/23735082.2023.2264086
https://doi.org/10.1080/23735082.2023.2264086
https://doi.org/10.18608/jla.2024.8287
https://doi.org/10.18608/jla.2024.8287
https://doi.org/10.1287/orsc.2021.1549
https://doi.org/10.1016/j.ijer.2020.101545
https://doi.org/10.1016/j.ijer.2020.101545
https://doi.org/10.5772/intechopen.1008246
https://doi.org/10.1007/978-3-031-35469-4_80-1
https://doi.org/10.1007/978-3-031-58622-4_2
https://doi.org/10.14742/ajet.8695

Postdigital Science and Education

Long, D., & Magerko, B. (2020). What is AI Literacy? Competencies and Design Considerations. In The
2020 CHI Conference on Human Factors in Computing Systems. New York: Association for Com-
puting Machinery. https://doi.org/10.1145/3313831.3376727.

Lundin, J., Modén, M. U., Lindell, T. L., & Fischer, G. (2023). A Remedy to the Unfair Use of Al in Edu-
cational Settings. IxXD&A: Interaction Design and Architecture(s), 59(2), 62—78. https://doi.org/10.
55612/s-5002-059-002.

Marcus, G. (2022). Deep Learning is Hitting a Wall: What Would it Take for Artificial Intelligence to Make
Real Progress? https://nautil.us/deep-learning-is-hitting-a-wall-238440. Accessed September 25.

Matthias, A. (2004). The Responsibility Gap: Ascribing Responsibility for the Actions of Learn-
ing Automata. Ethics and Information Technology, 6(3), 175-183. https://doi.org/10.1007/
s10676-004-3422-1.

McCarthy, J. (1960). Programs with Common Sense. https://www.cs.rit.edu/~rlaz/is2014/files/McCar
thyPrograms WithCommonSense.pdf. Accessed 25 September 2025.

Mendez, J. A., & van Es, E. A. (2024). Examining Teachers’ Relational Noticing: Promoting Equity
Through Positive Interactions in Mathematics Education. Journal of Mathematics Teacher Educa-
tion. https://doi.org/10.1007/s10857-024-09635-5.

Merchant, G. (2021). Reading with Technology: The New Normal. Education 3-13, 49(1), 96-106.
https://doi.org/10.1080/03004279.2020.1824705.

Minsky, M. (1961). Steps Toward Artificial Intelligence. Proceedings of the IRE, 49(1), 8-30.

Mishra, P., & Koehler, M. J. (2006). Technological Pedagogical Content Knowledge: A Framework for
Teacher Knowledge. Teachers College Record, 108(6), 1017-1054. https://doi.org/10.1111/j.1467-
9620.2006.00684.

Mitchell, M. (2020). Artificial Intelligence: A Guide for Thinking Humans. London: Picador.

Molenaar, 1., & Jirveld, S. (2014). Sequential and Temporal Characteristics of Self and Socially Regulated
Learning. Metacognition and Learning, 9(2), 75-85. https://doi.org/10.1007/s11409-014-9114-2.

Mustafa, M. Y., Tlili, A., Lampropoulos, G., Huang, R., Jandri¢, P., Zhao, J., Salha, S., Xu, L., Panda, S.,
& Lopez-Pernas, S. (2024). A Systematic Review of Literature Reviews on Artificial Intelligence
in Education (AIED): A Roadmap to a Future Research Agenda. Smart Learning Environments,
11(59), 1-33. https://doi.org/10.1186/s40561-024-00350-5.

Neumann, M., Rauschenberger, M., & Schon, E. M. (2023). “We Need to Talk About ChatGPT”: The
Future of Al and Higher Education. In 2023 IEEE/ACM 5th International Workshop on Software
Engineering Education for the Next Generation (SEENG), Melbourne, Australia. https://doi.org/
10.25968/opus-2467.

Ng, D. T. K., Leung, J. K. L., Chu, S. K. W.,, & Qiao, M. S. (2021). Conceptualizing Al Literacy: An
Exploratory Review. Computers and Education: Artificial Intelligence, 2, 100041. https://doi.org/
10.1016/j.caeai.2021.100041.

Peters, M. A., & Tukdeo, S. (2025). Beyond the Utopic/Dyspotic Frames: Towards a Research Agenda
for Al in Education and Development (AI4ED) in the Global South. Contemporary Education Dia-
logue, 22(1), 176-184. https://doi.org/10.1177/09731849241298118.

Popenici, S. A. D., & Kerr, S. (2017). Exploring the Impact of Artificial Intelligence on Teaching and
Learning in Higher Education. Research and Practice in Technology Enhanced Learning, 12(22),
1-13. https://doi.org/10.1186/s41039-017-0062-8.

Poquet, O., & De Laat, M. (2021). Developing Capabilities: Lifelong Learning in the Age of Al. British
Journal of Educational Technology, 52(4), 1695-1708. https://doi.org/10.1111/bjet.13123.

Raftopoulos, M., & Hamari, J. (2023). Human-AI Collaboration in Organisations: A Literature Review
on Enabling Value Creation. In ECIS 2023 Proceedings. Kristiansand, Norway.

Rahm, L. (2023). Education, Automation and Al: A Genealogy of Alternative Futures. Learning, Media
and Technology, 48(1), 6-24. https://doi.org/10.1080/17439884.2021.1977948.

Ross, J. (2023). Digital Futures for Learning: Speculative Methods and Pedagogies. New York: Rout-
ledge. https://doi.org/10.4324/9781003202134.

Sahar, R., & Munawaroh, M. (2025). Artificial Intelligence in Higher Education with Bibliometric and
Content Analysis for Future Research Agenda. Discover Sustainability, 6(1), 1-32. https://doi.org/
10.1007/s43621-025-01086-z.

Siljo, R. (2009). Learning, Theories of Learning, and Units of Analysis in Research. Educational Psy-
chologist, 44(3), 202-208. https://doi.org/10.1080/00461520903029030.

Siljo, R. (2023). Conclusion — Knowing in a Digital World: Learning, Development and the Hybrid
Nature of Cognitive Practices. In S. Willermark, A. D. Olofsson, & J. O. Lindberg (Eds.),

@ Springer


https://doi.org/10.1145/3313831.3376727
https://doi.org/10.55612/s-5002-059-002
https://doi.org/10.55612/s-5002-059-002
https://nautil.us/deep-learning-is-hitting-a-wall-238440
https://doi.org/10.1007/s10676-004-3422-1
https://doi.org/10.1007/s10676-004-3422-1
https://www.cs.rit.edu/~rlaz/is2014/files/McCarthyProgramsWithCommonSense.pdf
https://www.cs.rit.edu/~rlaz/is2014/files/McCarthyProgramsWithCommonSense.pdf
https://doi.org/10.1007/s10857-024-09635-5
https://doi.org/10.1080/03004279.2020.1824705
https://doi.org/10.1111/j.1467-9620.2006.00684
https://doi.org/10.1111/j.1467-9620.2006.00684
https://doi.org/10.1007/s11409-014-9114-2
https://doi.org/10.1186/s40561-024-00350-5
https://doi.org/10.25968/opus-2467
https://doi.org/10.25968/opus-2467
https://doi.org/10.1016/j.caeai.2021.100041
https://doi.org/10.1016/j.caeai.2021.100041
https://doi.org/10.1177/09731849241298118
https://doi.org/10.1186/s41039-017-0062-8
https://doi.org/10.1111/bjet.13123
https://doi.org/10.1080/17439884.2021.1977948
https://doi.org/10.4324/9781003202134
https://doi.org/10.1007/s43621-025-01086-z
https://doi.org/10.1007/s43621-025-01086-z
https://doi.org/10.1080/00461520903029030

Postdigital Science and Education

Digitalization and Digital Competence in Educational Contexts: A Nordic Perspective from Policy
to Practice (pp. 207-217). London: Routledge. https://doi.org/10.4324/9781003355694.

Schuelka, M. J., & Engsig, T. T. (2022). On the Question of Educational Purpose: Complex Educational
Systems Analysis for Inclusion. International Journal of Inclusive Education, 26(5), 448—465.
https://doi.org/10.1080/13603116.2019.1698062.

Self, J. (2016). The Birth of IJAIED. International Journal of Artificial Intelligence in Education, 26(1),
4-12. https://doi.org/10.1007/s40593-015-0040-5.

Selwyn, N. (2019). Should Robots Replace Teachers?: Al and the Future of Education. Cambridge, UK:
Polity Press.

Seufert, S., Guggemos, J., & Sailer, M. (2021). Technology-Related Knowledge, Skills, and Attitudes of
Pre- and In-Service Teachers: The Current Situation and Emerging Trends. Computers in Human
Behavior, 115, 106552. https://doi.org/10.1016/j.chb.2020.106552.

Sonderegger, S., & Seufert, S. (2022). Chatbot-Mediated Learning: Conceptual Framework for the
Design of Chatbot Use Cases in Education. In Proceedings of the 14th International Conference on
Computer Supported Education: CSEDU 2022 (pp. 207-215). https://doi.org/10.5220/0010999200
003182.

Sperling, K., Stenberg, C.-J., McGrath, C., Akerfeldt, A., Heintz, F., & Stenliden, L. (2024). In Search
of Artificial Intelligence (Al) Literacy in Teacher Education: A Scoping Review. Computers and
Education Open, 6, 100169. https://doi.org/10.1016/j.cac0.2024.100169.

Spirgi, L., Seufert, S., Delcker, J., & Heil, J. (2024). Student Perspectives on Ethical Academic Writing
with ChatGPT: An Empirical Study in Higher Education. In Proceedings of the 16th International
Conference on Computer Supported Education (pp.179-186). Angers, France: CSEDU. https:/
www.alexandria.unisg.ch/handle/20.500.14171/121221: Accessed 25 September 2025.

Sterelny, K. (2012). The Evolved Apprentice: How Evolution Made Humans Unique. Cambridge, MA:
The MIT Press.

Suchman, L. A. (2007). Human-Machine Reconfigurations: Plans and Situated Actions. New York: Cam-
bridge University Press. https://doi.org/10.1017/CB0O9780511808418.

Siimer, O., Goldberg, P., Sturmer, K., Seidel, T., Gerjets, P., Trautwein, U., & Kasneci, E. (2018). Teach-
ers’ Perception in the Classroom. In Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition (CVPR) Workshops. Salt Lake City, UT: IEEE. https://doi.org/10.48550/arXiv.
1805.08897.

Sundgren, M., & Jaldemark, J. (2020). Visualizing Online Collaborative Writing Strategies in Higher
Education Group Assignments. The International Journal of Information and Learning Technol-
0gy, 37(5), 351-373. https://doi.org/10.1108/1JILT-02-2020-0018.

Swiecki, Z., Khosravi, H., Chen, G., Martinez-Maldonado, R., Lodge, J. M., Milligan, S., Selwyn, N., &
Gasevi¢, D. (2022). Assessment in the Age of Artificial Intelligence. Computers and Education:
Artificial Intelligence, 3, 100075. https://doi.org/10.1016/j.caeai.2022.100075.

Szulewski, A., Braund, H., Egan, R., Hall, A. K., Dagnone, J. D., Gegenfurtner, A., & van Merrien-
boer, J. J. G. (2018). Through the Learner’s Lens: Eye-Tracking Augmented Debriefing in Medi-
cal Simulation. Journal of Graduate Medical Education, 10(3), 340-341. https://doi.org/10.4300/
jgme-d-17-00827.1.

Tiberius, V., Hoffmeister, L., & Weyland, M. (2021). Prospective Shifts in Executive Education: An
International Delphi Study. The International Journal of Management Education, 19(3), 100514.
https://doi.org/10.1016/.ijme.2021.100514.

Utterberg Modén, M., Ponti, M., Lundin, J., & Tallvid, M. (2025). When Fairness is an Abstraction:
Equity and AI in Swedish Compulsory Education. Scandinavian Journal of Educational Research,
69(4), 790-804. https://doi.org/10.1080/00313831.2024.2349908.

Vallor, S. (2024). The Al Mirror: How to Reclaim Our Humanity in an Age of Machine Thinking. New
York: Oxford University Press. https://doi.org/10.1093/0s0/9780197759066.001.0001.

von Hippel, P. T. (2024). Two-Sigma Tutoring: Separating Science Fiction from Science Fact. Education
Next, 24(2), 22-31.

Walter, Y. (2024). Embracing the Future of Artificial Intelligence in the Classroom: The Relevance of
Al Literacy, Prompt Engineering, and Critical Thinking in Modern Education. International
Journal of Educational Technology in Higher Education, 21(1), 15. https://doi.org/10.1186/
s41239-024-00448-3.

Wardak, D., Wilson, S., & Zeivots, S. (2024). Co-Design as a Networked Approach to Designing Edu-
cational Futures. Postdigital Science and Education, 6(1), 194-210. https://doi.org/10.1007/
$42438-023-00425-5.

@ Springer


https://doi.org/10.4324/9781003355694
https://doi.org/10.1080/13603116.2019.1698062
https://doi.org/10.1007/s40593-015-0040-5
https://doi.org/10.1016/j.chb.2020.106552
https://doi.org/10.5220/0010999200003182
https://doi.org/10.5220/0010999200003182
https://doi.org/10.1016/j.caeo.2024.100169
https://www.alexandria.unisg.ch/handle/20.500.14171/121221
https://www.alexandria.unisg.ch/handle/20.500.14171/121221
https://doi.org/10.1017/CBO9780511808418
https://doi.org/10.48550/arXiv.1805.08897
https://doi.org/10.48550/arXiv.1805.08897
https://doi.org/10.1108/IJILT-02-2020-0018
https://doi.org/10.1016/j.caeai.2022.100075
https://doi.org/10.4300/jgme-d-17-00827.1
https://doi.org/10.4300/jgme-d-17-00827.1
https://doi.org/10.1016/j.ijme.2021.100514
https://doi.org/10.1080/00313831.2024.2349908
https://doi.org/10.1093/oso/9780197759066.001.0001
https://doi.org/10.1186/s41239-024-00448-3
https://doi.org/10.1186/s41239-024-00448-3
https://doi.org/10.1007/s42438-023-00425-5
https://doi.org/10.1007/s42438-023-00425-5

Postdigital Science and Education

Watters, A. (2023). Teaching Machines: The History of Personalized Learning. Boston, MA: The MIT
Press. https://doi.org/10.7551/mitpress/12262.001.0001.

Williamson, B., Eynon, R., Knox, J., & Davies, H. (2023). Critical Perspectives on Al in Education:
Political Economy, Discrimination, Commercialization, Governance and Ethics. In B. du Boulay,
A. Mitrovic, & K. Yacef (Eds.), Handbook of Artificial Intelligence in Education (pp. 553-570).
Cheltenham, UK: Edward Elgar. https://doi.org/10.4337/9781800375413.00037.

Wong, L.-H., & Looi, C.-K. (2024). Advancing the Generative Al in Education Research Agenda:
Insights from the Asia-Pacific Region. Asia Pacific Journal of Education, 44(1), 1-7. https://doi.
org/10.1080/02188791.2024.2315704.

Woolf, B. P, Lane, H. C., Chaudhri, V. K., & Kolodner, J. L. (2013). AI Grand Challenges for Education.
Al Magazine, 34(4), 66-84. https://doi.org/10.1609/aimag.v34i4.2490.

Xia, M., Zhang, X., Couturier, C., Zheng, G., Rajmohan, S., & Ruhle, V. (2023). Hybrid — RACA:
Hybrid Retrieval-Augmented Generation for Real-Time Composition Assistance. arXiv:2308.
04215. https://doi.org/10.48550/arXiv.2308.04215.

Zeivots, S., Casey, A., Winchester, T., Webster, J., Wang, X., Tan, L., Smeenk, W., Schulte, F. P., Scholk-
mann, A., Paulovich, B., Muiioz, D., Mignone, J., Mantai, L., Hrastinski, S., Godwin, R., Eng-
wall, O., Dindas, H., van Dijk, M., Chubb, L. A., Rapanta, C., Jaldemark, J., & Hayes, S. (2025a).
Reshaping Higher Education Designs and Futures: Postdigital Co-Design with Generative Artifi-
cial Intelligence. Postdigital Science and Education.

Zeivots, S., Hopwood, N., Wardak, D., & Cram, A. (2025b). Co-Design Practice in Higher Education:
Practice Theory Insights into Collaborative Curriculum Development. Higher Education Research
& Development, 44(3), 769-783. https://doi.org/10.1080/07294360.2024.2410269.

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.

Authors and Affiliations

Jimmy Jaldemark’ - Johan Lundin? - Roger Silj6? - Justin Edwards? -

Andreas Gegenfurtner® - Wayne Holmes>® - Sanna Jarvela® - Maarten de Laat’ -
Ylva Lindberg? - Allison Littlejohn® - Sabine Seufert® - Marcus Specht'%'" .

Lars Svensson'2. Chrysi Rapanta'® - Sarah Hayes'* - Sandris Zeivots'®

P4 Jimmy Jaldemark
jimmy.jaldemark @miun.se

Johan Lundin
johan.lundin@ait.gu.se

Roger Siljo
roger.saljo@ped.gu.se

Justin Edwards
justin.edwards @oulu.fi

Andreas Gegenfurtner
andreas.gegenfurtner @phil.uni-augsburg.de

Wayne Holmes
wayne.holmes @ucl.ac.uk

Sanna Jérveld
sanna.jarvela@oulu.fi

Maarten de Laat
maarten.delaat@unisa.edu.au

@ Springer


https://doi.org/10.7551/mitpress/12262.001.0001
https://doi.org/10.4337/9781800375413.00037
https://doi.org/10.1080/02188791.2024.2315704
https://doi.org/10.1080/02188791.2024.2315704
https://doi.org/10.1609/aimag.v34i4.2490
http://arxiv.org/abs/2308.04215
http://arxiv.org/abs/2308.04215
https://doi.org/10.48550/arXiv.2308.04215
https://doi.org/10.1080/07294360.2024.2410269

Postdigital Science and Education

Ylva Lindberg
ylva.lindberg @ju.se

Allison Littlejohn
allison.littlejohn @ucl.ac.uk

Sabine Seufert
sabine.seufert @unisg.ch

Marcus Specht
marcus.specht@fernuni-hagen.de

Lars Svensson
lars.svensson@hv.se

Chrysi Rapanta
chrysi.rapanta@fcsh.unl.pt

Sarah Hayes
s.hayes @bathspa.ac.uk

Sandris Zeivots

sandris.zeivots @sydney.edu.au

Mid Sweden University, Sundsvall, Sweden
University of Gothenburg, Gothenburg, Sweden
University of Oulu, Oulu, Finland

University of Augsburg, Augsburg, Germany
University College London, London, United Kingdom
International Research Centre on Artificial Intelligence, Ljubljana, Slovenia
University of South Australia, Adelaide, Australia
Jonkoping University, Jonkoping, Sweden

University of St. Gallen, St. Gallen, Switzerland
University of Hagen, Hagen, Germany

Delft University of Technology, Delft, Netherlands
University West, Trollhéttan, Sweden

Universidade Nova de Lisboa, Lisbon, Portugal

Bath Spa University, Bath, United Kingdom

The University of Sydney, Sydney, Australia

@ Springer



	A Multidisciplinary Research Agenda for Artificial Intelligence, Education, Learning, and Instruction
	Abstract
	Introduction
	Critical Issues in the Research of AI, Education, Learning, and Instruction
	The Collective Approach to Writing
	The Expert Panel
	AI, Learning Science Theory, Empirical Data, and Designing New Technologies Informed by Research (Justin Edwards and Sanna Järvelä)
	AI Research and the Horizontal Transition of Expertise Using a Multidisciplinary Approach (Andreas Gegenfurtner)
	Going Beyond the Generative AI Boom: The Transformative Potential of Research from a Lifelong Learning Perspective (Jimmy Jaldemark)
	Many Studies on AI and Education Appear to be Relatively Small and Fragmented (Maarten de Laat)
	Human-Centred AI Research, Cultural Values, Future Literacy Skills, and the Overlook of Aesthetic Norms (Ylva Lindberg)
	Guidelines Are Not Enough in Designing and Employing AI to Education’s Grand Challenges (Johan Lundin)
	Unlocking the Transformative Potential of Generative AI: From AI Literacy to Hybrid Human-AI Co-pilots (Sabine Seufert)
	Hybrid Groups of Agents Forms AI&ED to be a Unique Research Field (Marcus Specht)
	AI and the World of Work (Lars Svensson)
	AI and the Hybridity of the Human Mind and Know-How (Roger Säljö)

	Analysis
	External Commentaries
	The Vulnerable Interplay Between Humans and AI Technologies: A Research Perspective on AI and Education (Allison Littlejohn)
	A Critical Studies Perspective on Researching AI and Education (Wayne Holmes)

	Conclusion
	Open Review 1: Artificial Intelligence and the Recursive Logic of Education (Chrysi Rapanta)
	Open Review 2: Retaining ‘Clouded’ Judgement or Disruptive Research for an Equitable ‘Cloud’? (Sarah Hayes)
	Open Review 3: Toward Multidisciplinary Co-Design (Sandris Zeivots)

	Acknowledgements 
	References


